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Abstract— The article presents the application of a new ana-

lytical model of the full-availability group carrying a mixture

of different multi-rate traffic classes with compression prop-

erty for modeling the WCDMA radio interface with packet

scheduling. The proposed model can be directly used for mod-

eling of the WCDMA interface in the UMTS network servicing

different traffic classes. The described model can be applied

for a validation of the efficiency of the WCDMA interface

measured by the blocking probability and the average carried

traffic for particular traffic classes.
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1. Introduction

The increase in popularity of data transfer services in mo-

bile networks of the second and the third generations has

been followed by an increase in the interest in methods

for dimensioning and optimization of networks servicing

multi-rate traffic. In traffic theory, the issues on the prob-

lem are increasingly becoming part of the mainstream anal-

ysis [1]–[11]. This situation is primarily caused by the spe-

cial conditions in the construction of these networks, and

by the construction of the infrastructure of the access ra-

dio network in particular – as its development or extension

needs a precise definition and assessment of clients’ needs

and is relatively time-consuming. Cellular network opera-

tors define, on the basis of service level agreement (SLA),

a set of the key performance indicator (KPI) parameters

that serve as determinants in the process of network di-

mensioning and optimization [12]. Dimensioning can be

presented as an unending and on-going process of ana-

lyzing and designing of the network. To make this work

effective it is thus necessary to work out algorithms that

would, in a reliable way, model the parameters of a de-

signed network [13].

One of the mechanisms that should be analyzed in view

of performance (expectations) are radio access algorithms.

This article discusses and analyzes packet scheduling that is

used for transmission of background and interactive traffic

(the guaranteed minimum bandwidth is not a requirement),

but also for the streaming class, which requires the mini-

mum bandwidth, not being at the same time very sensitive

to delays. The conversational traffic class is carried without

scheduling on dedicated channels [14].

The paper has been divided into five sections. Section 2

recalls basic model of a full-availability group (FAG) with

multi-rate traffic which is used in the model presented

in Section 3. Section 3 describes an analytical model of

the full-availability group with traffic compression. Sec-

tion 4 shows application of the model in the universal

mobile telecommunication system (UMTS) network for

modeling of the wideband code division multiple access

(WCDMA) interface with packet scheduling. This section

also includes the results obtained in the study of the system.

The final Section 5 sums up the discussion.

2. Model of the FAG

Let us assume that the total capacity of the full-availability

group with multi-rate traffic is equal to V basic band-

width units (BBUs). The group is offered M indepen-

dent classes of Poisson traffic streams having the inten-

sities: λ1,λ2, ...,λM. The class i call requires ti BBUs to

set up a connection. The holding time for calls of particular

classes has an exponential distribution with the parameters:

µ1,µ2, ...,µM . Thus, the mean traffic offered to the system

by the class i traffic stream is equal to:

Ai = λi/µi. (1)

The demanded resources in the group for servicing partic-

ular classes can be treated as a call demanding an integer

number of (BBUs) [15]. The value of BBU, i.e., RBBU ,

is calculated as the greatest common divisor of all resources

demanded by traffic classes offered to the system:

RBBU = GCD(Ri, ...,RM), (2)

where Ri is the amount of resources demanded by class i

call in kbit/s.

The multi-dimensional Markov process in FAG can be ap-

proximated by the one-dimensional Markov chain which

can be described by Kaufman-Roberts recursion [16], [17]:

n [Pn]V =
M

∑
i=1

Aiti [Pn−ti ]V , (3)

where [Pn]V is the probability of state n BBUs being busy,

and ti is the number of BBUs required by a class i call:

ti = ⌊Ri/RBBU⌋. (4)

On the basis of formula (3) the blocking probability Ei for

class i stream can be expressed as follows:

Ei =
V

∑
n=V−ti+1

[Pn]V , (5)

where V is the total capacity of the group and is expressed

in BBUs (V = ⌊Vphy/RBBU⌋, where Vphy is the physical

capacity of group in kbit/s).
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The diagram in Fig. 1 corresponds to formula (3) for

the system with two call streams (M = 2, t1 = 1, t2 = 2).

The yi(n) symbol denotes the so-called reverse transition

rate of a class i service stream outgoing from state n. This

parameter can be calculated on the basis of the local equa-

tions of equilibrium in the Markov chain [16], [18]:

yi(n) =

{

Ai [Pn−ti ]V / [Pn]V for n ≤V,
0 for n > V.

(6)

Fig. 1. Fragment of a diagram of the one-dimensional Markov

chain in a multi-rate system (M = 2, t1 = 1, t2 = 2).

The reverse transition rate determines the average number

of class i calls serviced in the state n.

3. The FAG with Compression

The following section recall the basics assumptions of the

model of a full-availability group with traffic compression

which was firstly described in [11].

Let as assume now that a full-availability group services

a mixture of different multi-rate traffic streams with the

compression property. This means that in the traffic mix-

ture there are such calls in which a change in demands

(requirements) follows evenly as the result of the overload

of the system.

In this group it is assumed that the system services simul-

taneously a mixture of different multi-rate traffic classes,

while these classes are divided into two sets: classes whose

calls can change requirements (demands) while being ser-

viced and classes that do not change their demands in their

service time.

In the considered model the following notation is used:

• Mk denotes a set of classes with the possibility of

compression, while Mk = |Mk| is the number of com-

pressed traffic classes.

• Mnk is a set of classes without compression, and

Mnk = |Mnk| denotes the number of classes without

compression.

It was assumed in the model that all classes undergo-

ing compression were compressed in the same degree.

The measure of a possible change of requirements is max-

imum compression coefficient that determines the ratio of

the maximum demands to minimum demands for a given

traffic classes. The coefficient Kmax can be determined on

the basis of the dependence:

∀ j∈Mk
Kmax =

t j,max

t j,min

, (7)

where t j,max and t j,min denote, respectively, the maximum

and the minimum number of basic bandwidth units de-

manded by a call of class j.

We assume that the system will be treated as a full-

availability group with multi-rate traffic. The occupancy

distribution in such a system can be expressed by the re-

cursive Kaufman-Roberts formula (3), under the assump-

tion that the amount of required resources by calls of the

classes with compression property is minimum. In the case

of a system carrying a mixture of traffic streams that un-

dergo and do not undergo compression, the occupancy dis-

tribution (3) will be more conveniently expressed by divid-

ing the two types of traffic1:

n [Pn]V =
Mnk

∑
i=1

Aiti [Pn−ti ]V

+
Mk

∑
j=1

A jt j,min

[

Pn−t j,min

]

V
, (8)

where t j,min is the minimum number of demanded BBUs in

a given occupation state of the system by a call of class j

that belongs to the set Mk.

The blocking (loss) coefficient in the full-availability group

will be determined by the dependence (6) that, in the con-

sidered case, will take on the following form:

Ei = Bi =















V

∑
n=V−ti+1

[Pn]V for i ∈ Mnk,

V

∑
n=V−ti,min+1

[Pn]V for i ∈ Mk.
(9)

In equations (8) and (9), the model is characterized by the

parameter ti,min which is the minimum number of BBUs

demanded by a call of class i under the conditions of

maximum compression. Such an approach is indispens-

able to determine the blocking probabilities in the system

with compression, since blocking states will occur in the

conditions of maximum compression. The maximum com-

pression determines such occupancy states of the system in

which further decrease in the demands of calls of class i is

not possible.

In order to determine a possibility of the compression of

the system it is necessary to evaluate the number and the

kind of calls serviced in a given occupancy state of the sys-

tem. For this purpose we can use formula (5) that makes it

possible to determine the average number of calls of class i

serviced in the occupancy state n BBUs. This dependence,

1Further on in the paper, the terms “a set of classes with the possibility

of compression” and “class with the possibility of compression”, will

be simplified to a “a set of classes with compression” and, respectively,

a “class with compression”.
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under the assumption of the maximum compression, can

be written in the following way:

yi(n) =











Ai[Pn−ti ]V
[Pn]V

for i ∈ Mnk,

Ai

[

Pn−ti,min

]

V

[Pn]V
for i ∈ Mk.

(10)

On the basis of formula (10), knowing the demands of

individual calls, we can thus determine the total average

carried traffic in state n, under the assumption of the max-

imum compression:

Ymax(n) = Y nk(n)+Y k
max(n)

=
Mnk

∑
i=1

yi(n)ti +
Mk

∑
j=1

y j(n)t j,min, (11)

where Y k
max(n) is the average number of busy BBUs in

state n occupied by calls that undergo compression, whereas

Y nk(n) is the average number of busy BBUs in state n

occupied by calls without compression.

Let us assume that the value of the parameter Y nk(n) refers

to non-compressed traffic and is independent of the com-

pression of the remaining calls. The real values of carried

traffic, corresponding to state n (determined in the condi-

tion of maximum compression), will depend on the number

of free BBUs in the system. We assume that the real system

operates in such a way as to guarantee the maximum use

of the resources, i.e., a call of a compressed class always

tends to occupy free resources and decreases its maximum

demands in a least possible way. Thus, the real traffic

value Y (n), carried in a system in a given state correspond-

ing to state n (determined in maximum compression) can

be expressed in the following way2:

Y (n) = Y nk(n)+Y k(n) =
Mnk

∑
i=1

yi(n)ti +
Mk

∑
j=1

y j(n)t j(n). (12)

The parameter t j(n) in formula (12) determines the real

value of a demand of class j in state n:

∀ j∈Mk
t j,min < t j(n) ≤ t j,max. (13)

The measure of the degree of compression in state n is

the compression coefficient ξk(n), which can be expressed

in the following way:

t j(n) = t j,minξk(n). (14)

Taking into consideration (14), the average number of busy

BBUs occupied by calls with compression can be written

thus:

Y k(n) =
Mk

∑
j=1

y j(n)t j(n) = ξk(n)
Mk

∑
j=1

y j(n)t j,min. (15)

2Further on in the description, to simplify the description, we will use

the term “in state n” instead of the description “a given state n in maximum

compression”.

We assume in the considered model that the system operates

in such a way that guarantees the maximum use of available

resources and this means that calls that undergo compres-

sion will always tend to occupy free resources, decreasing

their demands in the least possible way. The other param-

Fig. 2. Exemplary system with compression.

eter of the considered system, beside the blocking (loss)

probability, is the average number of busy BBUs in the

system occupied by calls with compression (formula (15)).

In order to determine this parameter, the knowledge of

the compression coefficient ξk(n) is indispensable. This

coefficient can also be defined as the ratio of potentially

available resources for the service of calls with compres-

sion to the resources occupied by these calls in the state of

maximum compression. Thus, we can write (Fig. 2):

ξk(n) =
V −Y nk(n)

Y k
max(n)

=
V −Ynk(n)

n−Ynk(n)
. (16)

The numerator in formula (16) expresses the total amount

of resources of the system which can be occupied by calls

of the class with compression, whereas the denominator

can be interpreted as the amount of resources which can

be occupied by the calls of the class with compression, un-

der the assumption that the system (FAG) is in the state n

BBUs being busy. A constraint to the value of the coeffi-

cient (16) is the maximum compression coefficient deter-

mined on the basis of the dependence (7). This constraint

can be taken into account by defining formally the com-

pression coefficient in the following way:

ξk(n) =

{

Kmax for ξk(n) ≥ Kmax,
ξk(n) for 1 ≤ ξk(n) < Kmax.

(17)

The compression coefficient determined by formula (17)

is not dependent on the traffic class. This results from

the adopted assumption in the model of the same degree of

compression for all traffic classes that undergo the mecha-

nism of compression.

Knowing the value of the compression coefficient in every

state n, we can determine the average resources occupied

by calls of class j with compression:

Y k
j =

V

∑
n=0

y j(n)
[

ξk(n)t j,min

]

[Pn]V . (18)
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On the basis of the average resources occupied by calls of

class j, we can determine the average resources occupied

by calls of all traffic classes with compression:

Y k =
Mk

∑
j=0

Y k
j . (19)

Let us note that the value Y k in formula (19) is the av-

erage carried traffic in the system by calls which undergo

compression.

4. Application of the Model

4.1. UMTS Architecture

Let us consider the structure of the UMTS network illus-

trated in Fig. 3. The presented network consists of three

functional blocks designated, respectively: UE (user equip-

ment), UTRAN (UMTS terrestrial radio access network)

and CN (core network). The following notation has been

adopted in Fig. 3: RNC is the radio network controller,

WCDMA is a radio interface and Iub is the interface con-

necting node B and RNC. In the dimensioning process

Fig. 3. Elements of the UMTS network structure.

for the UMTS network, an appropriate dimensioning of

the connections in the access part (UTRAN), i.e., the radio

interface between the user and node B, and the Iub connec-

tions between node B and the radio network controller, has

a particular significance. The issues pertaining to Iub inter-

face dimensioning are already discussed in the subject liter-

ature, for example in the earlier work of the present authors,

e.g., [19], also models dedicated for radio interface dimen-

sioning are widely discussed in the subject literature, for

example in earlier works of the present authors, e.g., [11],

[20]–[23], whereas those dealing with dimensioning of the

WCDMA interface with the packet scheduling functionality

have not been hitherto addressed in a satisfactory way.

4.2. Packet Scheduling

Packet scheduling is an important mechanism that should

be included in the analysis of the efficiency of the WCDMA

radio interface in the UMTS networks. In the relevant liter-

ature we can consider user-specific and cell-specific packet

scheduling algorithms [14].

In user-specific packet scheduling, scheduler controls the

use of transport channels and their bit rate depending on

the volume of traffic, informing of a demand for packet

bearers with appropriate bit rates.

Cell-specific scheduler is responsible for appropriate dis-

tribution of the capacity of the base station between users

of non-real time services (i.e., background, interactive and

streaming). Bit rates assigned to users are controlled ev-

ery 100 ms – 1 s and if the load approaches the target load

level, the scheduler can reduce the load by decreasing bit

rates of the packet bearer. The change in the capacity for

scheduled connections in relation to the resources assigned

for non-scheduled connections is presented in Fig. 4.

Fig. 4. Illustration of cell-specific packet scheduler.

An example of the operation of the algorithm is presented

in Fig. 5, where the calls of non-real time connections

(based on the user-specific scheduler) are admitted until

target load level is reached and then, in the case of a con-

Fig. 5. An example of operation of the packet scheduler.
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tinuing arrival process of new calls, connections are com-

pressed.

Figure 5 shows relation between the load of the inter-

face and the number of serviced calls. In Fig. 5 the first

arriving call required 384 kbit/s and it was admitted for ser-

vice, the second arriving call which required 384 kbit/s

was also admitted for service. When the third call ar-

rived it also required 384 kbit/s and was not admitted,

but the compression mechanism of one of already admit-

ted calls to 256 kbit/s was applied and the call is assigned

the resources of 256 kbit/s. The last forth arriving call

required 384 kbit/s and it was not admitted, but the recon-

figuration of the resources ensues (as it is presented in the

figure).

With compression mechanisms, one of the ways of the bit

rate analysis is to base the evaluation on the average bit

rate. The WCDMA interface with packet scheduling can be

treated as the full-availability group with multi-rate traffic

and compression property (Section 3).

4.3. Calculation Algorithm

On the basis of the considerations presented in Sections 2

and 3, the algorithm of blocking probability Ei and average

occupied traffic Y k
i calculations for the WCDMA interface

may be written in the form of Algorithm 1.

Algorithm 1: Algorithm of blocking probabilities cal-

culation in the downlink direction

1. Calculation of offered traffic load Ai of class i Eq. (1).

2. Designation of the value of tBBU as the greatest com-

mon divisor Eq. (2).

3. Determination of the value of ti as the integer number

of demanded resources by class i calls Eq. (4).

4. Calculation of state probabilities [Pn]V in FAG

Eq. (8).

5. Designation of the blocking probability of

class i Eq. (9).

6. Determination of the reverse transition rate for

class i Eq. (10).

7. Calculation of the average compression coeffi-

cient Eq. (17).

8. Determination of the average traffic of class i carried

by WCDMA Eq. (18).

4.4. Numerical Study

The proposed analytical model of the WCDMA interface

is an approximate one. Thus, the results of the analytical

calculations of the WCDMA interface were compared with

the results of the simulation experiments. The study was

carried out for users demanding a set of following services

in the downlink direction:

• Class 1: speech – t1,min = 12 kbit/s = 12 BBUs.

• Class 2: video – t2,min = 64 kbit/s = 64 BBUs.

• Cass 3: data 384/384 – t3,min = 128 kbit/s =

128 BBUs (non-real time service).

In the presented study, it was assumed that:

• The hard capacity of the WCDMA interface in the

downlink direction [13], [23].

• RBBU was equal to 1 kbit/s.

• The coefficient Kmax was equal to 3.

• The capacity of the WCDMA interface was lim-

ited to 80% of the physical capacity: VDL =
1600 kbit/s = 1600 BBUs.

• The services were offered in the following propor-

tions:

A1t1 : A2t2 : A3t3 = 15 : 5 : 40.

It was assumed that the main part of traffic is gen-

erated by data service followed by speech service,

while the smallest part of traffic comes from video

service.

Figure 6 shows the dependency of the blocking probability

in relation to traffic offered per BBU in the WCDMA inter-

face. The presented results were obtained for the minimum

value of required (demanded) resources for traffic classes

with the compression property.

Fig. 6. Blocking probabilities for all traffic classes carried by the

WCDMA interface.

Figures 8 and 7 present the influence of traffic offered

per BBU in the WCDMA interface on the average carried

traffic by WCDMA (Fig. 7), and on the value of the comp-
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ression coefficient (Fig. 8). It can be noticed that the ex-

ponential dependence characterizes the plots corresponding

to the traffic class with compression in both figures. The

linear relation between compression coefficient and the av-

erage carried traffic (see Eq. (18)) explains the similar char-

acter of the curves in the both figures. The results con-

Fig. 7. Average carried traffic for particular classes serviced by

the WCDMA interface.

firm strong dependence between the average carried traffic

(throughput) and the load of the system – the more over-

loaded system the lower value of throughput. The character

of the curves results from the decrease of the amount of

resources required by a call of class with compression: the

more overloaded system the smaller demands of the calls

with compression.

Fig. 8. Compression coefficient in relation to traffic offered to

the WCDMA interface.

The results of the simulations are shown in the charts in

the form of marks with 95% confidence intervals calculated

after the t-student distribution. 95% confidence intervals

of the simulation are almost included within the marks plot-

ted in the figures.

5. Conclusions

This paper proposes a new analytical model with compres-

sion that finds its application in modeling the WCDMA

interface with packet scheduler, in the UMTS network, car-

rying a mixture of different multi-rate traffic classes.

The presented analytical method allows to determine the

blocking probability for all traffic classes serviced by the

WCDMA interface. It should be noted that in the model we

assume the “worst case” approach in the WCDMA model-

ing and dimensioning that makes our calculations indepen-

dent of the way of operation of the scheduler [24], which

underlines the universal character of the method.

It is worth emphasizing that the described analytical model

could be used for a determination of the average carried

traffic for particular traffic classes serviced by the WCDMA

interface.

The KPI, being an indispensable element of SLA, can be

defined differently depending on the kind of the receiver

of information. Thus, KPI will be defined differently for

engineering staff and differently for non-technical staff often

involved in decision making concerning expenditures that

are to ensure appropriate quality of services. While such

parameter as the blocking probability is well understood by

engineers, clients and non-technical staff may have some

problems with the interpretation of the indicator and this

group of users will rather prefer the average value as being

more intuitive.

The average value of carried traffic is also very charac-

teristic for some services such as data (e.g., file transfer

protocol – FTP). With regards to the above factors, a ne-

cessity appears of a skilful use of the average value of car-

ried traffic as the initial value in the process of designing

and dimensioning of the UMTS networks without violat-

ing the basic merits of the adopted model that are necessary

for a system to operance successfully. Thus, this parame-

ter is an important factor in 3G network capacity calcula-

tions, i.e., in dimensioning and optimization of WCDMA

and Iub interfaces.
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