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Preface
This issue of the Journal of Telecommunications and Information Technology contains fifteen
papers that deal with diverse problems of energy-efficient networks and computing servers,
network security, wire and wireless communication, or various issues related to application of
high performance computing to neural systems simulation, large finite element problems and
social networks analysis. The inspiration for the research presented in most papers published
in this issue is the result of collaboration of the authors in the IC1406 COST Action cHiPSet
High-Performance Modeling and Simulation for Big Data Applications, working group WG1:
Enabling infrastructures and middleware for Big-Data modeling and simulation.

The first three papers are devoted to energy-efficient networks and data centers. Michał
P. Karpowicz and Piotr Arabas in the paper Server Workload Model Identification: Moni-
toring and Control Tools for Linux present a brief overview of performance and power
consumption monitoring tools available in the Linux systems. The authors argue that the
measurements collected at high sampling rate can be used to develop maximally informative
power consumption metrics and accurate dynamical processing models for the purpose of
energy-aware design of server controllers. Selected approaches to save power in wired IP
networks are discussed in the paper Energy-saving Algorithms for the Control of Backbone
Networks: A Survey. Mariusz Kamola et al., describe proactive solutions employing ad-
vanced optimization techniques to squeeze as much energy saving as possible, and reactive
ones supplementing the well rooted technologies (OSFP) with an energy-saving extra mech-
anisms. A model of dynamic power management in energy-aware networks is presented in
the paper New Developments in a Two-criteria Approach to Dynamic Power Management
in Energy-Aware Computer Networks. Andrzej Karbowski and Przemysław Jaskóła propose
two-criteria approach to routing table calculation, i.e., energy consumption and the quality
of service.

The following two papers deal with the application of GPU accelerators to large scale scien-
tific and engineering computing problems. S. Y. Fialko and F. Zeglen describe in the paper
Preconditioned Conjugate Gradient Method for Solution of Large Finite Element Problems on
CPU and GPU the efficient parallel implementation of the preconditioned conjugate gradient
method, and present the efficiency of its application to the large finite element problems.
An OpenCL-based software platform for spiking neural networks simulation is described



in the paper A Novel GPU-Enabled Simulator for Large Scale Spiking Neural Networks. Paweł
Szynkiewicz focuses on computationally efficient implementation of three widely used models
of spiking neural networks. The presented results of numerical experiments conducted on
AMD and NVIDIA graphical processors confirm the efficiency of the simulator.

The application of wavelet neural networks for the prediction of the stock price is described
in the paper Forecasting Stock Price using Wavelet Neural Network Optimized by Directed
Artificial Bee Colony Algorithm. Thanh Tung Khuat, Quang Chanh Le, Bich Loan Nguyen,
My Hanh Le propose to use an artificial bee colony to optimize neural network parameters.
The authors describe the results of calculations conducted on real data collected from Yahoo
Finance. They claim that their solution can support traders and investors in their decision
process.

Next two papers focus on network security. Agnieszka Jakóbik in the paper A Cloud-aided
Group RSA Scheme in Java 8 Environment and OpenStack Software describes the RSA-
enabled cryptosystem that allows a group of users to upload a single masked message to the
computing cloud. The implementation employing open source cloud computing software for
public and private clouds (OpenStack) is presented. Multiple numerical results are discussed
in the final part of the paper. The application of honeypots to threat detection is discussed
in the paper Graph-based Forensic Analysis of Web Honeypot by Hudan Studiawan, Supeno
Djanali and Baskoro Adi Pratomo. The authors propose to employ a graph-based forensic
analysis to examine an access log from a Web. Using graphical interface various forensic
investigators can collaborate to detect given attacks. Thus, the presented solution can support
intrusion detection systems.

Youness Jouihri, Zouhair Guennoun, Youssef Chagh and Driss Zahi in the paper Network
Function Virtualization: Mitigating the Impact of VoLTE on the Policy and the Charging Sys-
tem consider a problem of the optimization of network resources utilization while providing
for adequate transmission quality. The paper addresses issues related to the impact of Diam-
eter signaling generated after massive Voice over LTE (VoLTE) deployment on the operation
of a core network. The authors describe the application of network function virtualization
technology to create a model that can anticipate the impact induced by massively introducing
VoLTE, and support network operators in signaling related to policy management without
impacting existing services.

The attention of next two papers is focused on social networks technologies and their ap-
plication in telecommunication domain. Witold Gruszczyński and Piotr Arabas in the paper
Application of Social Network Inferred Data to Churn Modeling in Telecoms consider the
idea of the usage of social network analysis to divide customers into specific segments, and
finally predict churn of telephony network subscribers. The authors describe and evaluate
through extensive simulation a hybrid predictor that employs a set of regression models and
data describing social links between subscribers. The article Similarity Index based Link
Prediction Algorithms in Social Networks: A Survey by Pulipati Srilatha and Ramakrishnan
Manjula is devoted to the issue of the detection of possible potential links among people. The
paper overviews algorithms of links prediction and development lines that can be observed
in the literature on the social networks technologies.

The following two papers deal with modern radio systems. Antenna Arrays Focused on
Broadband Signals by Denis A. Vedenkin, Yuri E. Sedelnikov and Aydar R. Nasybullin ad-
dresses issues related to the design and development of broadband antennas. The authors
provide models for ultra-wideband signals transmission and antenna arrays, respectively.
They draw attention that at wide band signal the difference between function characterizing
the spatial selectivity in receiving mode and functions determining the spatial distribution of
energy in the transmit mode can be considerable. Oleg G. Morozov, Aydar R. Nasybullin,
Denis A. Vedenkin and Timur A. Agliullin in the paper Radio Photonic Systems for Mea-
surement of Instantaneous Radio Frequency with Amplitude-Phase Modulation of Optical
Carrier focus on application of radio photonics to measure radio signals instantaneous fre-
quency (MSRSIF). The authors claim that a further development of measurement systems
considered may be based on the use of amplitude phase modulation transformation (AFMT)
of optical carrier, for measuring the instantaneous frequency, and to provide a stable operating
mode of conversion devices.

The application of multi-class support vector machine to efficient data decoding of Bose
Chaudhuri Hocquenghem code is discussed by V. Sudharsan and B. Yamuna in the paper



Support Vector Machine based Decoding Algorithm for BCH Codes. The presented simulation
results confirm that the described algorithm gives better results when compared with the
conventional Chase-2 algorithm. The authors highlight the advantages of the SVM based
decoding method such as: a more generalized decision model, fast convergence to globally
optimal solution and prevention of outliers.

The last paper An Efficient Early Iteration Termination for Turbo Decoder is concerned with
the development of efficient iteration control techniques for decoding turbo code. P. Salija
and B. Yamuna describe a simple method based on absolute value of the mean of extrinsic
information at the component decoders of turbo code. The authors present the simulation
results that confirm good performance of their method. It allows to reduce the average number
of iterations while maintaining performance closed to that of fixed iteration termination.

We wish our Readers an interesting reading time.

Ewa Niewiadomska-Szynkiewicz
Warsaw University of Technology, Poland

Ioan Salomie
Technical University of Cluj-Napoca, Romania

Guest Editors





Paper Server Workload Model
Identification: Monitoring

and Control Tools for Linux
Michał Karpowicz and Piotr Arabas

Institute of Control and Computation Engineering, Warsaw University of Technology, Warsaw, Poland
Research and Academic Computer Network (NASK), Warsaw, Poland

Abstract — Server power control in data centers is a coordi-
nated process carefully designed to reach multiple data center
management objectives. The main objectives include avoiding
power capacity overloads and system overheating, as well as
fulfilling service-level agreements (SLAs). In addition to the
primary goals, server control process aims to maximize vari-
ous energy efficiency metrics subject to reliability constraints.
Monitoring of data center performance is fundamental for its
efficient management. In order to keep track of how well the
computing tasks are processed, cluster control systems need to
collect accurate measurements of activities of cluster compo-
nents. This paper presents a brief overview of performance and
power consumption monitoring tools available in the Linux
systems.

Keywords — cloud computing, energy efficiency, Linux, server
performance metering.

1. Introduction

Data centers supporting both cloud services and high perfor-
mance computing (HPC) applications consume enormous
amounts of electrical energy. From 2005 to 2010 the energy
consumed by data centers worldwide rose by 56%, which
was accounted to be between 1.1% and 1.5% of the total
electricity use in 2010. The growth of energy consumption
rises operating costs of data centers but also contributes to
carbon dioxide (CO2) production. According to the anal-
ysis of current trends (gesi.org/SMARTer2020), the carbon
dioxide emissions of the ICT industry are expected to ex-
ceed 2% of the global emissions, a level equivalent to the
contribution of the aviation [1]. Energy usage in data centers
grows rapidly with the climbing demand for cloud and HPC
services. However, the growth rate of ICT cannot be sus-
tained unless the power consumption problem is addressed
[2]–[4]. In response to the created momentum new comput-
ing elements, i.e. CPUs/GPUs, memory units, disks, net-
work interface cards (NICs), have been designed to operate
in multiple (performance and idle) modes of differentiated
energy-consumption levels (ACPI).
Although energy efficiency (FLOPS/watt) of ICT systems
continues to improve, the rate of improvement does not
match the growth rate of demand for computing capacity.
Based on the projections of technology development it has
been argued that continued scaling of available systems will
eventually lead to a data center architecture consuming more
than a gigawatt of electrical power (at exaflop level), a level

that violates economic rationale for providing cloud or HPC
services. Unless radically new energy-aware technologies
are introduced, both in hardware and software domain, it
will not be possible to meet DARPA’s 20-megawatt exaflop
goal (50 GFLOPS/watt) by year 2020 [3]. Limiting power
consumption and related thermal emission has therefore be-
come a key engineering problem.
In order to meet the challenging goals of cloud and high
performance computing, advances in hardware layer devel-
opment require immediate improvements in the design of
cluster control software. In Section 2 a general structure
and components of a data center monitoring and control sys-
tem are presented. A brief description of resource allocation
and performance control process is also given. In particular,
the role of energy-efficient device controllers is indicated.
Section 3 presents currently developed concepts of power
measurement and control programming interfaces, both for
data centers and wired IP networks. Basic performance met-
rics and benchmarking strategies are presented in Sections 4
and 5. Finally, in Section 6 the results of simple experiments
are given to illustrate the discussed profiling and metering
techniques.

2. An Overview of Data Center
Management

Monitoring of cluster performance is fundamental for its ef-
ficient management. In order to keep track of how well
the computing tasks are processed, cluster control systems
need to collect accurate measurements of activities of cluster
components. The collected measurements, including both
data processing and power consumption metrics, provide
feedback for management operations and serve as a basis
for the design of new cluster control systems.
Figure 1 presents an overview of a cluster control sys-
tem architecture. The racks, supplied with electric power
by power distribution units (PDUs), are filled with blade
servers. The racks are connected into a data center net-
work with a hierarchy of switches (SW). The management
layer is responsible for allocation of resources, job submis-
sion, adjustments of the interconnect settings, power bud-
geting and system monitoring. These tasks are executed
by dedicated resource allocation and job management sys-
tems (RJMS) and system-wide energy management systems
(SEM). The lower control layer, composed of operating sys-
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Fig. 1. An overview of cluster control system architecture.

tems controlling servers, is responsible for job execution
and enforcement of resource usage constraints in comput-
ing nodes [5]–[7]. Available computing resources, includ-
ing CPUs, memory and sockets, are exposed to the manage-
ment systems via customized Abstract Programming Inter-
faces (APIs).
The challenging problem of data center control is to max-
imize the utilization of the resources subject to energy
consumption and quality of service constraints. To solve
this problem hardware-specific power saving capabilities of
computing elements are used to keep the total power con-
sumption of data center within the required power range.
The resources that remain idle can be switched to a power
saving (or sleeping) mode for a configurable time and re-
stored to operating mode on demand. The resources per-
forming operations can reduce their power consumption by
dynamically adjusting their performance level [8]–[11].

3. Power Control Programming
Interfaces

Power management capabilities of hardware layer are ex-
posed in the form of Application Programming Interfaces
(APIs). The foundations of power control APIs were built
by the Advanced Configuration and Power Interface (ACPI)
specification [12]. The specification defines hardware de-
pendent energy saving (idle) and performance (active) states
that can be adjusted on demand from the software level.

This allows to control power saving and data processing ef-
ficiency according to a designed policy.
An attempt to design a vendor-neutral API dedicated for
power measurement and control in HPC systems resulted
in development of Power API specification [13], [14]. The
Power API describes cluster as a collection of objects form-
ing a discoverable hierarchy. Objects in the system are char-
acterized by a set of attributes, which allow for measurement
(reading attributes) and control (overwriting attributes) of
their power saving capabilities. Functions providing gath-
ering of statistics are provided for objects and groups of ob-
jects. Both ACPI and PAPI can be adapted to the Power API
abstract model.
A similar approach is proposed by the ETSI Green Abstrac-
tion Layer (GAL) standard [15]. It describes a general con-
cept of programming interface for energy state configuration
of energy-aware telecommunication fixed network nodes.
A hierarchical representation of a network device is pro-
posed, which allows to control the available energy-aware
states of its internal components. The innovation is not only
in the described unification of control but also in the ability
to query energy-aware capabilities of the components.

4. Performance Metrics and Benchmarks

Energy consumption management is a multi-objective op-
timization problem in which multiple performance and
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energy related metrics are considered [16]–[19]. Usually at
least the following two objectives are considered:

• minimization of peak power consumption,

• maximization of energy-efficiency.

Limiting peak power consumption is critical to maintaining
reliability of data center, avoiding power capacity overloads
and system overheating, as well as fulfilling service-level
agreements (SLAs). At the same time, since economically
feasible power consumption levels are strongly correlated
with the costs of electricity and power provisioning, it is
important to maximize efficiency of operations performed
in data center [2], [3], [20].
Energy-efficiency is defined as a number of operations per-
formed per energy unit, i.e.:

Energy efficiency =
Computing performance
Total energy consumed

. (1)

This universal metric has been in the center of research fo-
cused on energy-aware control of data processing systems.
In order for the metric to be improved it is necessary to
increase the number of operations performed per unit of
energy consumed or to decrease the amount of energy re-
quired per operation. Based on the above observations var-
ious strategies of power management have been developed.
Consequently, the metric has also been used in many bench-
marking methodologies.
Basic industry-standard methodology for power and perfor-
mance benchmarking of a computing server is SPECpower
[21]–[23]. The benchmark measures power consumption
of a server running an appropriately designed application
(Java application server) at workload ranging from 10 to
100% of peak achievable level. Namely, a steady flow of
work requests is submitted to the server under test to deter-
mine the number of requests that can be satisfied in a given
time. The benchmark drivers request work at intermediate
points between zero and the maximum throughput value.
The related toolset can be used with other cluster-wide
benchmarks.
Energy efficiency has been used as a default benchmark-
ing metric. In the case of HPC systems (or batch proces-
sing systems) the performance metric is typically defined
by the number of GFLOPS performed on average per watt
while executing a selected benchmark [24], [25]. Transac-
tion processing systems, composed of application and Web
servers, as well as networks of routers have been evalu-
ated in terms of served requests per watt during throughput-
based benchmarks [26]–[28]. Dedicated tests reporting
transaction throughput per watt have been developed for
storage systems [29], [30] as well. Finally, from the perspec-
tive of data center management energy efficiency is viewed
as a product of [17]:

• facility efficiency – the ratio of total amount of energy
used by a data center facility to the energy delivered
to computing equipment (PUE),

• server power conversion efficiency – the ratio of to-
tal server input power to its useful power consumed
by the electronic components directly involved in the
computation (SPUE),

• server’s architectural efficiency – the ratio of comput-
ing performance metric to total amount of energy used
by electronic components.

5. Power Monitoring and Profiling
Monitoring of power and energy consumption in computing
clusters is a complex problem [7], [31]–[33]. Two general
approaches can be distinguished that allow to perform the
required measurements. The first one is based on power
metering devices connected to the servers. Basic system-
wide measurements are usually provided at rate ranging
from 0.01 to several samples per second by power supply
units (PSUs) and power distribution units (PDUs) through
the Intelligent Platform Management Interface (IPMI) [34].
More accurate and detailed measurements, collected at high
sampling rate and covering selected components of servers,
may be provided by additional and dedicated metering
devices [35], [36].
Whenever IPMI-based monitoring systems directly commu-
nicate with the Baseboard Management Controllers (BMC)
or metering devices, there is no direct overhead on the ob-
served servers caused by the measurements. Otherwise, per-
turbations of measurements should be expected. In practice
IPMI is often used with server management software run-
ning under the local operating system. This allows to access
hardware-specific function, exposed by available APIs, and
conveniently deal with local measurements, control com-
mands execution, error handling and alerting.
Monitoring, configuration and control of devices that sup-
port IPMI on Linux systems can be performed with
ipmitool utility. A list of sensors visible in the system
and their records can be viewed with commands:

$ ipmitool sensor
$ ipmitool sdr -v
$ ipmitool sdr elist full

Example below presents an outcome of IPMI-based moni-
toring:

# ipmitool sdr elist full
Fan1 RPM | 30h | ok | 7.1 | 3840 RPM
Fan2 RPM | 31h | ok | 7.1 | 3840 RPM
Fan3 RPM | 32h | ok | 7.1 | 3960 RPM
Fan4 RPM | 33h | ok | 7.1 | 3960 RPM
Fan5 RPM | 34h | ok | 7.1 | 3960 RPM
Fan6 RPM | 35h | ok | 7.1 | 3840 RPM
Inlet Temp | 04h | ok | 7.1 | 17 degrees C
Exhaust Temp | 01h | ok | 7.1 | 28 degrees C
Temp | 0Eh | ns | 3.1 | Disabled
Temp | 0Fh | ns | 3.2 | Disabled
Current 1 | 6Ah | ok | 10.1 | 0.60 Amps
Current 2 | 6Bh | ok | 10.2 | 0 Amps
Voltage 1 | 6Ch | ok | 10.1 | 230 Volts
Voltage 2 | 6Dh | ok | 10.2 | 240 Volts
Pwr Consumption | 77h | ok | 7.1 | 140 Watts
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Fig. 2. Correlation of server/CPU power consumption (above) and CPU clock frequency.

The second approach to monitoring of power consump-
tion exploits hardware-level counters provided by se-
lected computing elements, including CPU, GPU and
DRAM. The most commonly available counters are exposed
through Intel’s Running Average Power Limiting (RAPL)
interface and NVIDIA’s Management Library (NVML)
functions [37], [38]. Performance counters allow to collect
measurements at rate ranging from 100 to 1000 samples per
second with high accuracy [39].

When used together with benchmarking probes of the oper-
ating system kernel a runtime estimation of power consump-
tion and performance can be realized on a per-application
basis. In the Linux system the required instrumentation is
provided by the Performance Application Programming In-
terface (PAPI) and perf events functions allowing to ob-
serve micro-architectural events (such as instructions com-
pleted per cycle and cache-misses) [27], [28], [40]–[43].
This paves the way for high resolution identification of data
processing dynamics and its energy-efficiency, and poten-
tially for the design of energy-aware application-specific
server controllers. Novel auto-tuning systems are also devel-
oped that allow to introduce server energy control instruc-
tions into application source code [44].

It is important to point out that care must be taken when
MSR-based measurements are used for performance bench-
marking. Since readouts are taken on the system under
test the measurements may be significantly perturbed by the
measurement process itself, especially under high sampling
rate. Figure 2 shows the results of measurements taken from
ipmi system and MSRs of CPU.

Both methods of monitoring, briefly discussed above, are
conveniently integrated by the resource allocation and job

scheduling systems [7]. As a result it is not only possible
to perform energy accounting and power profiling per job
but also to setup system power-saving configuration for the
purpose of job execution. Along with the scheduled batch of
jobs appropriately defined control server control policies can
be submitted to the computing nodes, thereby optimizing
energy efficiency [45].

6. An Experimental Illustration

To demonstrate how benchmarking tools can be combined
with performance and power consumption monitoring APIs
several simple experiments are presented below.
Listing 1 illustrates how an average power consumption of
CPU and DRAM can be calculated in Linux systems. List-
ing 2 illustrates how the desired RAPL MSRs (address
variable) can be accessed from application level1.
In order to get energy consumption information from the In-
tel’s RAPL model specific registers (MSRs)2 it is necessary
to multiply increments of appropriate energy status coun-
ters, stored in MSR * ENERGY STATUS registers, by scaled
energy status unit, stored in MSR RAPL POWER UNIT regis-
ter. Energy status MSRs are updated approximately every
1 ms, with wraparound time of around 60 s when power
consumption is high [37], [39].

The following listing shows how Linux stress micro-
benchmark can be analyzed with perf tool based on
perf events subsystem of the Linux kernel:

1 Appropriate permissions should be setup to access /dev/cpu/*/msr

interface.
2 Intel’s Sandy Bridge processors.
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# perf stat -a\
stress --cpu 32 --io 32 --vm 32 \
--vm-bytes 512M --hdd 10 --timeout 30s

task-clock (msec) # 32.006 CPUs utilized
context-switches # 0.122 K/sec
cpu-migrations # 0.004 K/sec
page-faults # 0.125 M/sec
cycles # 2.154 GHz
instructions # 0.75 ins per cycle

# 0.89 stalled cycles/ins
branches # 430.045 M/sec
branch-misses # 0.20% of all branches

Finally, in order to retrieve detailed measurements of perfor-
mance and power consumption of selected parts of applica-
tion source code, low-level performance and energy coun-
ters exposed via PAPI and RAPL MSRs can be used. For

Listing 1: Simple power consumption monitoring script

#!/bin/bash

SAMPLING_RATE=1 # seconds
MSR_PKG_ENERGY_STATUS="0x611" # CPU energy

counter
MSR_DRAM_ENERGY_STATUS="0x619" # DRAM energy

counter

# Energy Status Units (ESU)
ESU=‘echo "ibase=16;\

1/2 $̂(rdmsr -X 0x606 -f 12:8)" | bc -l‘
# Calculate number of CPU energy status
# counter incremants during sampling period
ESPKG=‘a=$(rdmsr -X $MSR_PKG_ENERGY_STATUS);\

sleep $SAMPLING_RATE; echo "ibase=16;\
$(rdmsr -X $MSR_PKG_ENERGY_STATUS)-$a"|bc‘

# Calculate DRAM energy status
# counter incremants during sampling period
ESDRAM=‘a=$(rdmsr -X $MSR_DRAM_ENERGY_STATUS);\

sleep $SAMPLING_RATE; echo "ibase=16;\
$(rdmsr -X $MSR_DRAM_ENERGY_STATUS)-$a"|

bc‘
# Calculate power consumption [W]
CPUPOW=‘echo "$ESPKG * $ESU" | bc -l‘
DRAMPOW=‘echo "$ESDRAM * $ESU" | bc -l‘
echo CPU: $CPUPOW W
echo DRAM: $DRAMPOW W

Listing 2: Example of RAPL MSR read function

int read_msr(int cpu, unsigned int address,
uint64_t *value)

{
int err = 0;
char msr_path[32];
FILE *fp;

sprintf(msr_path, "/dev/cpu/%d/msr", cpu);
err = ((fp = fopen(msr_path, "r")) == NULL);
if (!err) err = (fseek(fp, address, SEEK_CUR)

!= 0);
if (!err) err = (fread(value, sizeof(uint64_t)

, 1, fp) != 1);
if (fp != NULL) fclose(fp);
return err;

}

illustrative purposes the Linux stress micro-benchmark
was appropriately adapted. The list of counters introduced
into the source code of the benchmark included:

• total number of CPU cycles,

• reference clock cycles,

• number of completed instructions (INS),

• Level 1 instruction cache misses (ICM),

• Level 1 data cache misses (DCM),

• RAPL MSRs counting power consumption of CPU
core and DRAM (W).

Figures 3 and 4 present the results of experiments in which
the server under test3 was forced to execute CPU and mem-
ory intensive benchmarking loops consisting of randomly
generated number of iterations. In addition, the exper-
iments were conducted for two different CPU frequency
scaling governors, intel pstate powersave and in-

tel pstate performance [46]. The results show a rela-
tion between the CPU frequency, power consumption, num-
ber of completed instructions and L1 cache misses. It can
be seen that energy-efficiency of instructions is high when
the CPU frequency is reduced. The same pattern can be
observed with L1 cache misses, i.e. probability of a cache
miss rises with the number CPU cycles performed. Integra-
tion of collected data allows to retrieve aggregated results of
experiments.
Based on the obtained results interesting observations can
be made regarding operations performed by the operating
system. In particular, it is possible to study efficiency of
CPU frequency control policy implementation. In order
to increase the number of computing operations performed
per watt, thereby maximizing Eq. (1), it is necessary to
reduce the amount of time the processor spends running
idle loops or stall cycles [16]. Therefore, energy-efficiency
maximizing CPU controllers should implement a workload
following policy dynamically adjusting CPU performance
state (ACPI P-state) to the observed short-term CPU uti-
lization or application-related latency metrics. This control
concept is indeed implemented in the currently distributed
CPU frequency governors of the Linux kernel, namely
intel pstate and cpufreq ondemand.
Given a CPU workload estimate the intel pstate gov-
ernor, used in the presented experiments, applies PID con-
trol rule to keep the workload at the default reference level
of 97%. In comparison, the ondemand governor calculates
CPU frequency according to the following policy. If the
observed CPU workload is higher than the upper-threshold
value then the operating frequency is increased to the max-
imal one. If the observed workload is below the lower-
threshold value, then the frequency is set to the lowest level
at which the observed workload can be supported. For a dis-
cussion of optimal CPU frequency control policy design
problem see e.g. [45], [47]. Identification of server data pro-
cessing dynamics is discussed e.g. in [27], [28].

3 DELL PowerEdge R720, 2 × Intel Xeon E5-2670 2.60 GHz, 20 MB
cache, 12 × 16 GB RDIMM 1600 MHz, Linux kernel ver. 4.4.
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Fig. 3. Server performance and energy-efficiency trace (intel pstate powersave).

7. Summary

Currently developed techniques of server power control ex-
ploit increasing possibilities provided by high-resolution
sensors of modern computing hardware and software. This
paper presents a brief overview of performance and power
consumption monitoring tools available in Linux systems.
It is argued that the measurements collected at high sam-
pling rate can be used to develop maximally informative
power consumption metrics and accurate dynamical pro-
cessing models for the purpose of energy-aware design of
server controllers.

This research was partially supported by the National Sci-
ence Centre (NCN) under the grant no. 2015/17/B/ ST6/
01885.
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pp. 1056–1061.

11



Michał Karpowicz and Piotr Arabas

[29] SNIA Emerald, SNIA Emerald Power Efficiency Measurement Spec-
ification [Online]. Available: www.snia.org

[30] Storage Performance Council (SPC), Storage Performance Council
SPC Benchmark 2/Energy Extension [Online]. Available:
www.storageperformance.org

[31] D. Hackenberg et al., “Power measurement techniques on standard
compute nodes: A quantitative comparison”, in Proc. IEEE Int. Symp.
on Perform. Anal. Syst. & Software ISPASS 2013, Austin, TX, USA,
2013, pp. 194–204.

[32] J. Mair, D. Eyers, Z. Huang, and H. Zhang, “Myths in power es-
timation with performance monitoring counters”, Sustain. Comput.:
Inform. & Syst., vol. 4, no. 2, pp. 83–93, 2014.

[33] M. E. Mehdi Diouri et al., “Assessing power monitoring approaches
for energy and power analysis of computers”, Sustainable Comput.:
Informatics and Syst., vol. 4, no. 2, pp. 68–82, 2014.

[34] Intel Intelligent Power Node Manager [Online]. Available:
www.intel.com

[35] D. Hackenberg et al., “HDEEM: high definition energy efficiency
monitoring”, in Proc. IEEE Energy Efficient Supercomput. Worksh.
SC14, New Orleans, LA, USA, 2014, pp. 1–10.

[36] M. F. Dolz, M. R. Heidari, M. Kuhn, T. Ludwig, and G. Fabre-
gat, “ARDUPOWER: A low-cost wattmeter to improve energy effi-
ciency of HPC applications”, in Proc. 6th Int. Green Comput. Conf.
& Sustain. Comput. Conf. IGSC 2015, Las Vegas, NV, USA, 2015,
pp. 1–8.

[37] Intel IA-64 and IA-32 Architectures Software Developer’s Manual
[Online]. Available: www.intel.com

[38] NVML API Reference Manual, 2012 [Online]. Available:
http://developer.nvidia.com

[39] T. Ilsche, D. Hackenberg, S. Graul, R. Schöne, and J. Schuchart,
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Abstract—The rapid growth of energy demand by wired IP

networks can be mitigated on hardware and software levels.

While upgrading to more efficient transmission media still

brings biggest savings, we take a look here at power-saving

algorithms that combine the capability of setting network-

ing equipment in arbitrary energy states which, combined

with profound knowledge of the network traffic matrix, leads

to considerable complex optimization problem formulations.

Alternatively, lightweighted heuristic approaches are pre-

sented, built on much simpler network model but still capable

to perform energy-efficient traffic engineering.

Keywords—green routing, mixed integer programming, OSPF

heuristics, power-save networks.

1. Introduction

One may point out several reasons for exponential growth

traffic observed in contemporary networks. The increase of

the number of connected devices, often related to progress

in developing countries, as well as the progress of the In-

ternet of Things, is important but still cannot account fully

for the nature of the phenomenon. The main reason of its

exponential nature is the type of content being transmit-

ted – the multimedia and machine-to-machine communi-

cation still have big growth potential. Although the trans-

mission infrastructure keeps up to the pace of demand, the

resulting energy consumption, with its economic and envi-

ronmental consequences, can be frightening.

There are two main technology domains where power con-

sumption savings can be obtained: hardware and software.

In wired networks, being the object of interest here, in-

troduction of optical transmission technologies has become

the main factor for reducing energy demand. Likewise, re-

duction of power consumption by on-board devices due to

application of modern material technology has played its

positive role.

Considered all the above, there is still room for further sav-

ings by exploiting the software domain. Any algorithmic

framework for traffic admission and control may now uti-

lize the two general power-saving capabilities, offered by

majority of components:

• smart standby – automated or controlled deactivation

of a hardware component when there is no load,

• dynamic power scaling – adaptation of power used

to the actual load on that component.

The two common techniques of power scaling are: adaptive

rate (AR) and low power idle (LPI). AR reduces power de-

mand by scaling the data processing capabilities of a device,

while LPI puts the device or its component into a “paused”,

low power mode during short inactivity periods. While uti-

lizing dynamic power scaling often involves deep modifica-

tions in the design of software and hardware components of

computing and network devices, the smart standby method

requires only coordination among these devices to carefully

rearrange the data transmission and processing loads that

results from switching off selected devices or their compo-

nents.

Most personal computers implement both AR and LPI tech-

niques. The Advanced Configuration and Power Interface

(ACPI) specification described in [1] defines a number

of energy-aware states attained via voltage and clock fre-

quency scaling and idle states in which the processor is in

the standby mode. Development of APIs and management

tools is, without a doubt, essential for optimal utilization of

computing resources. On the other hand, system-wide reg-

ulation of power consumption needs to be commanded by

a centralized management framework, capable of collecting

and processing detailed measurements, and taking real-time

coordinated actions across the data computing cloud infras-

tructure. The taxonomy of the energy and power manage-

ment in computer networks can be found in [2]–[8]. This

paper presents a survey of selected approaches described

in literature.

2. Layered Architecture of Network

Appliances – Basic Power

Consumption Profiles

To design mechanisms for energy saving in computer net-

works, power consumption profiles of the network appli-

ances and their components have to be identified. The ar-

chitecture of modern network nodes (switches or routers),

in many aspects is similar to that of a PC. Each router is

a multi-chassis device composed of many entities: proces-

sor, chassis, line cards, communication ports, power supply,
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fan, etc. Each component must be powered. The only spe-

cific element – the switching fabric – may be considered

as a kind of a specialized processor connected to commu-

nication buses. The main difference with respect to a PC

is the number and power consumed by line cards. While

a general-purpose PC usually hosts at most several net-

work interfaces consuming only a fraction of its power, in

an average switch or router there are usually from tens to

hundreds of network ports located on several line cards.

In general, most control mechanisms for energy consump-

tion management take into account such hierarchical inter-

nal layout of network devices. The three layers are com-

monly distinguished, from bottom to the top:

• communication interfaces (ports),

• line cards,

• the whole device (a router or a switch).

In general, each component is powered and can operate

in K energy states defined as power settings, enumerated

k = 1, . . . ,K. When adjusting power state in a higher layer,

it is necessary to take into account that layered architecture,

e.g. it is not possible to decrease energy state of a line card

without affecting (lowering) energy states of the communi-

cation ports it hosts.

The legacy network devices can operate only in two energy

states: deep sleep, k = 1, with negligible power consump-

tion, and active with full power, k = 2. The resulting power

consumption Pd(q) for total traffic q, served by any com-

ponent (d := r for a router, d := c for a line card, d := e

for a link connecting two interfaces), is as follows [9]:

Pd(q) =

{

Pd1 if q = 0,

Pd2 if q > 0,

(1)

where Pd1 and Pd2 denote fixed power levels associated to

the device d in deep sleep (state 1) and active (state 2)

states, respectively.

Modern network components, equipped with mechanisms

for dynamic power management (e.g. InfiniBand cards

switching between 1x and 4x mode or bundled WAN

links [10], [11]), can operate in a number of energy states

(K > 2), differing by power usage. Those extra states stand

for power scaling and standby techniques. The 802.3az

standard [12] defines the implementation of low power idle

for Ethernet interfaces.

Numerous classes of analytical models have been proposed

describing component power consumption as a function of

its load. The simplest approach is to extend the basic on-

off model (1) by extra states and assuming a fixed power

level Pdk in each state [7]. Other authors [9], [13] propose

a piecewise linear extension to 1.

3. Power Saving in Whole Network

is an Optimization Problem

The common approach to power reduction in a network as

a whole is to formulate an optimization problem similar to

the traditional network design problem [14] or QoS provi-

sioning task [15], [16], but with the cost function defined

as a sum of power consumed by all components of the

network. If power profiles are as in Eq. (1), then in con-

trary to the traditional network design problem, transmis-

sion paths should be accomplished through as few devices

as possible, instead of balancing traffic in a whole network.

The aim is therefore to fill up the active links with traffic.

Typically, backbone network infrastructure is to some de-

gree redundant to provide the required level of reliability.

Therefore, to reduce power consumption some parts of the

network may be switched off or the speed of processors

and links may be reduced, if there exist adequate technical

capabilities. According to recent studies concerning inter-

net service providers’ networks [17], [18], the total energy

consumption may be substantially reduced by employing

such approaches.

Various formulations of a network energy saving problem

are provided and discussed in the literature; starting from

mixed integer programming formulation, to its relaxation in

order to obtain a continuous problem formulation and em-

ploy a simple heuristics. Moreover, various energy models

of the devices are used. The common aim is to find the op-

timal network configuration, i.e. the combination of energy

states that would bring maximum power saving without

degrading service quality. In general, due to high dimen-

sionality and complexity of such optimization problem, lin-

ear energy profiles are preferred. Some authors limit the

number of energy states of network equipment (routers and

cards) to “enabled” and “disabled” [19], and use energy

profile (1). To relax the optimization problem further, they

also postulate the use of multi-path routing, typically im-

practical and avoided in reality. However, the recent trend

in green networking, as it has been already mentioned, is

to develop devices with greater number of energy states

(K > 2) [20], [21]. It is obvious that handling such cases

implies larger dimensionality of the optimization problem

and more sophisticated dependencies among network com-

ponents. Consequently, large mixed-integer linear problems

are formulated [22] to determine the most profitable set of

devices to be safely brought down. The common approach

to mitigate the complexity problem is to aggregate nodes

and flows to decrease the dimensionality [19].

Another branch of research tries to exploit specific prop-

erties of optical transport layer to scale link rates by se-

lectively switching off fibers composing them [23] or even

to build a two-level model with IP layer set upon optical

devices layer [11].

To conclude, the major difficulty caused by layered multi-

state architecture is the complexity of the optimization

problem, much harder to solve than typical graph opti-

mization problems. Such complexity has its roots in NP-

completeness problem formulation, interdependencies be-

tween data paths, and the requirement for flow aggregation.

Furthermore, energy profiles are often non-convex, making

continuous relaxation difficult to work properly, introducing

instability and solution suboptimality [24].
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3.1. Layered Architecture – Definitions

Let us consider a computer network consisting of the fol-

lowing components:

• R routers: r = 1, . . . ,R,

• C line cards c = 1, . . . ,C and

• I communication ports i = 1, . . . , I.

As outlined in Section 2, layered architecture of a router

is assumed, i.e., each router is equipped with a number of

line cards, and each card contains a number of physical

communication ports. E links (e = 1, . . . ,E) connect all

ports, pair by pair. The ports and the connecting links sup-

port K energy states (EASs) labeled k = 1, . . . ,K. Assume

that two ports connected by the e-th link must be in the

same state k. In general, the corresponding power Pnet(q)

consumed by the whole network can be calculated as a total

of power consumed by every network device. Capacity of

link e in state k is defined as qek. Vd denotes the total traffic

demand for a link transmitting data from source port sd to

the destination port td . The following subsections present

selected formulations of network power saving problems.

3.2. Optimization for Stepwise Profiles

The power profile model of each network device can be de-

fined by a stepwise function describing power consumption

in a given state (see Fig. 1a):

Pdk(q,k) =

{

Pd1 if q = 0,

Pdk if q > 0,

(2)

where Pd1 denotes fixed power level consumed by the de-

vice d in deep sleep state and Pdk – the power consumed

in the k-th active energy state, k = 2, . . . ,K.

The complete network management problem, stated in

terms of binary variables k and assuming that routers and

line cards can operate only in two states: k ∈ {1,2}, deep

sleep or active – cf. (1), and communication interfaces can

operate in K states, k = 1, . . . ,K – cf. (2) is formulated as

follows:

min
xr ,xc,xek ,ued

[

Pnet =

R

∑
r=1

Prxr +

C

∑
c=1

Pcxc +

E

∑
e=1

K

∑
k=1

Pekxek

]

. (3)

This formulation is completed with binary parameters de-

scribing network and device topology: lcp = 1 if the port p

is located on card c, aep = 1 if the link e is wired to port p,

grc = 1 if the card c is located in router r. Otherwise, they

take zero values.

The whole problem is subject to the following constraints:

∀e∈{1,...,E}

K

∑
k=1

xek ≤ 1, (4)

∀d∈{1,...,D}

c∈{1,...,C}

I

∑
i=1

lci

E

∑
e=1

aeiued ≤ xc, (5)

∀d∈{1,...,D}

c∈{1,...,C}

I

∑
i=1

lci

E

∑
e=1

beiued ≤ xc, (6)

∀r∈{1,...,R}
c∈{1,...,C}

grcxc ≤ xr, (7)

∀d∈{1,...,D}

r∈{1,...,R}
i=sd

C

∑
c=1

grclci

E

∑
e=1

aeiued −

C

∑
c=1

grclci

E

∑
e=1

beiued = 1,

(8)

∀d∈{1,...,D}

r∈{1,...,R}
i6=td ,i6=sd

C

∑
c=1

grc

I

∑
i=1

lcp

E

∑
e=1

aepued−

−

C

∑
c=1

grc

I

∑
i=1

lci

E

∑
e=1

beiued = 0, (9)

∀d∈{1,...,D},

r∈{1,...,R},
i=td

C

∑
c=1

grclci

E

∑
e=1

aeiued −

C

∑
c=1

grclci

E

∑
e=1

beiued = −1,

(10)

∀e∈{1,...,E}

D

∑
d=1

Vdued ≤

K

∑
k=1

qekxek. (11)

The meaning of binary decision variables is as follows:

xr = 1 if the router r is switched on, xc = 1 if the card c

is switched on, xek = 1 if the link e is in power state k,

ued = 1 if a transmission path d traverses link e (zero –

otherwise). Pr, Pc, Pek denote the fixed power consumed

by router, card and link, qek denotes the throughput of the

link e in the state k, D stands for a number of assumed

flows (demands).
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Fig. 1. Power consumption model – K states.
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In the problem defined as above the constraints (4) assure

that each link can be in one energy-aware state, the con-

straints (5)–(7) determine the number of routers and cards

used for data transmission. The constrains (8)–(10) are for-

mulated according to Kirchhoff’s law applied for source,

transit, and destination routers, and the constraint (11) as-

sures that the flow will not exceed the capacity of a given

link. In the effect of optimization, all components are put

in energy states just appropriate to handle the traffic load,

without unjustified waste of power. See Fig. 1b where an

example power state activation strategy is presented.

To decrease the complexity and size of defined above op-

timization problem, a formulation of the network energy

saving problem in proposed in [25] that is based on sub-

sequent flows aggregations.

3.3. Optimization for Profiles Approximated by Piecewise

Linear Functions

Let us assume that power profile of each link is a piecewise

linear approximation of the correlation between an amount

of transmitted data and energy consumed by a link. Such

a model can be defined as follows (see Fig. 2a):

Pek(q,k) =

{

Pe1 if q = 0,

αek + γekq if q > 0,

(12)

where αek and γek are coefficients of linear empirical ap-

proximation in k-th energy state, k = 2, . . . ,K.

The problem of energy-efficient network configuration, i.e.

optimal routing and choosing energy states, for router and

linecard power profiles as in (2), and the link link profiles

as in (12), is stated as follows:

min
xr ,xc,xek ,ued

[

Pnet =

E

∑
e=1

K

∑
k=1

Pekxek+ (13)

+

E

∑
e=1

ψek(qek)

qek

(

D

∑
d=1

Vdued −

K

∑
k=2

qekxek

)

+

+

C

∑
c=1

Pcxc +

R

∑
r=1

Prxr

]

,

subject to the constraints (4)–(11). Pr, Pc, Pek denote the

fixed power consumed by router, line card and link, as

in (3), while ψek is the linear power profile in the energy

state k.

In optimal configuration, each link is in a state that is ade-

quate to its traffic load (cf. actual power profile in Fig. 2b),

giving power savings wrt. the case with unmanaged ports,

configured for best throughput.

3.4. Optimization for Stepwise Profiles, Relaxed

to Continuous Formulation

Although the approach presented in Subsection 3.3 is eas-

ier to solve thanks to fewer constraints, it turns out to be

still too complex for medium-size networks. In [7], the
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Fig. 2. Power consumption model – K energy states and piece-

wise linear approximation.

authors propose to apply a widely used technique of prob-

lem relaxation to continuous case, to cope with the com-

plexity. The problem presented in Subsection 3.2 gets re-

formulated, with the decision variables xr, xc, xek and

ued made continuous:

min
xc,xek ,xr ,ued

[

Pnet =

R

∑
r=1

Prxr +

C

∑
c=1

Pcxc +

E

∑
e=1

K

∑
k=1

Pekxek

]

(14)

subject to the constraints (7)–(11) and additional con-

straints:

∀e∈{1,...,E} xe1 ≥ xei ≥ . . . ≥ xeK , (15)

∀e∈{1,...,E}

k∈{1,...,K}

c∈{1,...,C}

P

∑
p=1

lcpaepyek ≤ xc , (16)

∀e∈{1,...,E}

k∈{1,...,K}

c∈{1,...,C}

I

∑
i=1

lcibepxek ≤ xc , (17)

In the above formulation the power consumption and link

load, for link e in state k, are related in the form of an incre-

mental model wrt. the state. The current values of Pek and

qek are calculated recursively: Pek = powe(k)− powe(k−1)

and qek = loade(k)− loade(k − 1), where powe(k) is the

power taken by link e in state k, and loade(k) is the re-

spective link load. It is also assumed that each link sup-

ports more than one energy state. To account for that, the

constraint (15) for loads in various states was added. Addi-
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tionally, the utilized throughput in subsequent states must

be sorted. The constraints (16) and (17) guarantee that xr,

xc will effectively take binary values only.

Although this approach is much easier to solve thanks to

decision variables continuity, it is hard to find a sufficiently

efficient optimization routine for real-sized networks. The

widely used approach to solve such complex optimization

problems is to employ heuristics [23], [26]–[28]. A heuris-

tics that proved capable to solve the relaxed optimization

problem (14)–(17) was reported in [7], [29].

3.5. Energy Optimization Problem – Discrete

Formulation and Utility Function

All the above optimization problem formulations share the

disadvantage of relying heavily on the assumption that the

origin-destination traffic, Vd is known. In practice, how-

ever, its estimation, let alone the prediction, is very costly

and error prone. It happens because of the nature of the

traffic: flows are self-similar, long-tailed and correlated,

which makes the classical, general and elegant estimation

method [30] completely useless here. Contemporary ap-

proaches try to employ principal component analysis [31],

traffic sampling on selected links [32] and traffic mixture

identification [33] to do the job, but without apparent suc-

cess worth the measures taken.

Therefore, it has been proposed in [34], [35] to redefine

the optimization problem as a two-criteria one, and to em-

ploy the notion of user utility function (i.e. valuation of

transmission service) instead of an inflexible traffic de-

mand vector. The reformulated optimization problem is in

fact a mixture of the original goal function from (3), taken

with weight α , and the total user utility, calculated over

all flows and taken with weight 1−α . The utility can be

perceived as a QoS-related criterion, Qd for each flow d,

which represents a penalty for not meeting the demanded

flow rate Vd . Qd(vd) is a convex and continuous func-

tion, decreasing in interval [0, Vd]. It is reaching its min-

imum (zero) at Vd , i.e. the point where user expectations

are fully satisfied. Finally, the two criteria – power and

QoS – get scalarized into a mixed integer problem of band-

width allocation and routing:

min
xr ,xc,xek ,ued ,vd

r∈{1,...,R},

e∈{1,...,E},
k∈{1,...,K},

d∈{1,...,D}

{

Pnet = (18)

=α

[

E−1

∑
e=1,3,5,...

K

∑
k=1

Pekxek +

C

∑
c=1

Pcxc +

R

∑
r=1

Prxr

]

+

+(1−α)

D

∑
d=1

Qd(vd)

}

,

subject to constraints (5)–(8) and the following additional

constraints:

D

∑
d=1

vdued ≤

K

∑
k=1

qekxek, e = 1,3, ...,E −1 , (19)

D

∑
d=1

vdued ≤

K

∑
k=1

qẽkxẽk, e = 2,4, ...,E , (20)

0 ≤vd ≤Vd, d ∈ {1, ...,D} . (21)

4. Control Frameworks for Dynamic

Power Management

Various control frameworks for dynamic power manage-

ment of the backbone network through energy-aware rout-

ing, traffic engineering and network equipment activity

control have been designed and investigated [7], [8], [10],

[36], [37]. They utilize smart standby and dynamic power

scaling, i.e. the energy consumed by the network is mini-

mized by deactivation of idle devices (routers, line cards,

communication ports) and by reduction of the speed of link

transfers. Implementation of such framework is described

and discussed in [7]. It is assumed there that network de-

vices can operate in energy-aware states differing by power

usage (2). Two implementations: of a centralized and of

a hierarchical framework operate at two control levels:

• local control level – algorithms executed by network-

ing devices.

• central control level – algorithms executed in a ded-

icated node that controls the whole infrastructure.

4.1. Hierarchical Implementation Architecture of the

Proposed Optimization Problems

In case of optimization problems formulated in Subsec-

tions 3.2 and 3.4, one may balance the scope of decisions

made at central and local levels. In the centralized ap-

proach, the suggested power states of network devices are

broadcast by the central unit, along with the optimal MPLS

paths. Then, the activity of a local controller is reduced to

effectuate central control signals, taking into account con-

straints related to current local load and incoming traf-

fic. Meanwhile, in the hierarchical scenario the central

unit does not directly force the configuration of the devices,

specifying MPLS paths only. Then the local algorithms op-

timize the configuration of each component autonomously

in order to achieve a preset trade off between power con-

sumption and performance.

Usefulness and efficiency of the two abovementioned opti-

mization problem formulations were verified by simulation

and by laboratory tests for networks of various sizes and

topologies, yielding power saving up to 50% in some cases.

4.2. Distributed Approaches

For practical reasons (scalability, reliability, protocols avail-

able) distributed control over the routes as well as indi-

vidual configurations is an appealing alternative approach.
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Distributed energy-aware network control algorithms ex-

tend existing mechanisms, as routing protocols (OSPF,

BGP, MPLS) – cf. [37], [38], [39]. An important advan-

tage from close cooperation with signaling protocols is

that the network state can be observed easily, and may be

used further to estimate flows and to reconstruct the traffic

matrix [26].

The algorithm proposed in [40] brings selected nodes

down or up; leaving the job of optimal routing to standard

OSPF protocol. Classification of the nodes and links into

“up” and “down” sets can be done by two heuristic algo-

rithms – the more complex finds cliques in network graph

in order to determine which parts of the network can be

brought down with the least impact on QoS. The other one

simply switches off the least loaded link or node. Simula-

tions prove that the earlier approach gives much better per-

formance. The algorithm has many practical advantages.

In particular, it can be implemented in one designated

router, while the remaining routers in the OSPF area simply

implement the shortest path tree calculated and broadcast

by it.

GRiDA algorithm [41] is an agent-based approach, where

agents, or homogeneous autonomous local control algo-

rithms, decide upon links that can be switched off in order

to save power without impacting performance. Their strat-

egy follows machine learning scheme: if shutting down

a link causes congestion, the agent’s decision is remem-

bered as a wrong one. Agent algorithm incorporates much

practical experience and detailed knowledge of energy pro-

file of the device being under its control. Unlike in [40],

it does not take into account information from the routing

process itself, i.e. network topology and current routing

paths.

Another interesting agent-based heuristic approach to

energy-efficient traffic routing is proposed in [8]. Like in

[40], agents cooperate closely with local OSPF processes,

putting down or up local links. For a decision to be made,

agents maintain three lists of links:

• that must be permanently switched on in order to

maintain network connectivity,

• that have been switched off in order to reduce power

consumption,

• that must be switched on in order to prevent conges-

tion (“bypass” links).

Four strategies for link deactivation are proposed, of vary-

ing complexity and demand for extra information about the

network state:

• LLL – switch off least loaded link in the network,

• LTL – switch off the least traversed link, i.e. with

least number of flows using it,

• LDB – switch off the link that would cause the min-

imum increase of the total of traffic route lengths,

• LDM – switch off the link that would cause the min-

imal increase of the total of traffic volume over all

links.

The proposed strategies for link activation in case of an

overload, are as follows:

• RL – roll-back last deactivation,

• RB – activate the link that would cause the maximum

decrease of the total of traffic route lengths,

• RM – activate the link that would cause the maximum

decrease of the total of traffic volume over all links.

Performance of reasonable pairs of strategies has been ex-

amined, showing that perfect knowledge about the origin-

destination matrix (LDM, RM) improves energy savings not

much more than when simple local heuristics are applied.

On the other hand, imperfect or inappropriate information

about origin-destination matrix (LDB, RB) can make the

things worse than in case when there is no energy-saving

algorithm running at all. The proposed approach is viable

to implement on any routing device, through command line

and basic OSPF protocol.

An interesting alternative approach which also relies on

OSPF operation is presented in [42], where non power sav-

ing routers coexist in the network with the power saving

ones (PSRs). One of PSRs is selected as the coordinator;

the remaining ones try to go offline when their local load is

below a threshold – provided that network connectivity be

maintained. Coordinator role is to schedule PSRs attempts.

While in power-save state, a PSR wakes up periodically to

observe the transit traffic it receives after having joined the

network again. The approach has been verified through

simulation, resulting in overall energy savings up to 18%.

5. Conclusion

The authors have shown here selected but representative

approaches to save power in wired IP networks. The solu-

tions can be put roughly into two classes: the proactive ones

(Section 3) assume deep knowledge of the technology and

the network state, put high technological requirements on

the networking devices, and employ advanced optimization

techniques to squeeze as much energy savings as possible.

Those in the other class (Section 4) might be named the re-

active ones: they try to supplement the already well rooted

technologies (OSPF), which originally had nothing com-

mon with energy saving, with an energy-saving extra layer

that tries to do its best with neither traffic matrix knowledge

nor capability to choose among versatility of power states

of each component. The only means of control there is to

switch a device on or off, completely.

Both classes are valuable. While the proactive one con-

stitutes the technological avant-garde (and is still lacking

efficiency for larger problems), the reactive tries to makes

makeshift but practical, “green” heuristic improvements to

the networks in their current technological state.
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Abstract—In the paper authors continue the development of

a model of dynamic power management in energy-aware com-

puter networks, where two criteria: energy consumption and

the quality of service are considered. This approach is appro-

priate when the routing problem with fixed demands is inad-

missible. The formulation introducing edge indices is modified

and tests on problems of different sizes are performed.

Keywords—data intensive computing, energy-aware network,

energy-aware routing, dynamic power management, MIQP prob-

lems, traffic engineering.

1. Introduction

The methods for increasing energy efficiency of computer

networks gained much attention last years. The reason is,

that we are witnessing a rise of energy costs, customer

increase, more on-demand services using cloud architec-

tures, mobile Internet, a diffusion of broadband access and

a growing number of services offered by Internet service

providers. The growth of the energy consumption by net-

work infrastructure may be well illustrated by the overall

energy requirements of European Internet operators. In

2005 they needed 14 TWh, in 2010 – 21 TWh, and the

forecast for year 2020 is 36 TWh [1].

At the same time the capacity surplus becomes a standard in

almost all networks. Consequently, so-called green network

technologies are quickly becoming a high-priority issue for

the Internet [1], [2].

Efforts to reduce power consumption in telecommunication

networks follow in two mutually related directions – design

of a more efficient equipment and development of energy-

aware network control strategies and protocols. Initial ef-

forts were aimed at assessment of energy characteristics

of network equipment and building elementary models [3].

However, it is possible to save even more energy by em-

ploying network-wide solutions.

The authors’ earlier paper [4] presented a model of energy-

aware router, an architecture of a control framework and

two-criteria formulation of a network-wide energy saving

optimization problem. A broad review of literature is pre-

sented there, hence it won’t be repeated in this paper.

A two-criteria optimal routing and bandwidth allocation

problem, taking into account the energy component, for

a completely different network and cost model was recently

presented in [5].

The objective was the minimization of the weighted sum of

two components: total power utilized by network compo-

nents and end-to-end Quality of Service (QoS) expressed

by a quadratic utility function. In this model some parts of

the network can be shifted to low energy mode as a result

of the optimization algorithms, where both paths and flow

rates are decision variables. It exploits the fact, that Internet

traffic used to be elastic in a large part, which means, that

a quality of service is little aggravated by small deviations

from assumed flow rate.

In this paper the model mentioned above is presented first

in a modified version, as regards to the edges. In the au-

thors’ opinion the new version is more convenient, because

there is no necessity to remember the parities of links la-

bels. Then the results of tests of this optimization model

on network problems of different sizes are presented.

2. A Two-criteria Routing Problem

A hierarchical network model proposed in [4] and basi-

cally adapted from [6], [7], considers every single commu-

nication port p ∈ {1, . . . , P} of every line card of a router

r ∈ {1, . . . , R} connected to an edge e ∈ {1, . . . , E}. We

do not consider individual cards of the router, as it is

in [6], [7], because they do not bring anything into the

model except additional summations.

Directed links connecting pairs of ports by an edge are de-

noted by l ∈ {1, . . . ,L}. Any network component can oper-

ate in k ∈ {1, . . . ,K} energy states, but two ports connected

by an edge are in the same state. A demand d ∈ {1, . . . ,D}
is characterized by its source sd , the destination td node

(router), the maximum volume Vd and the actual flow rate

vd ∈ [0,Vd ].
The topology of the physical network is described by four

matrices of binary indicators: gpr,al p,bl p, which indicate,

whether, respectively: port p belongs to the router r, link l
is incoming to the port p and link l is outgoing from the
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port p. If l is a link outgoing from the port p, the link l̃
denotes its partner link in the edge going in the opposite

direction, that is:

bl p = 1⇐⇒ al̃ p = 1 . (1)

Let us introduce a vector valued function ζ , which for

a given edge e determines two links forming it, in the in-

creasing order, that is

ζ (e) =

[

ζ1(e)
ζ2(e)

]

=

[

l
l̃

]

, l < l̃ . (2)

The decision variables are two vectors of binary indicators

xp,zr – whether the port p or router r is used for data trans-

mission and two incidence matrices with elements: yek –

whether the edge e is in the state k and udl – whether the

demand d uses the link l and flow rates vd.

A two criteria – i.e. reflecting energy costs FLNb and QoS –

mixed integer network problem of simultaneous optimal

bandwidth allocation and routing may be formulated in the

following way:

min
xp,yek,zr ,udl,vd ,

p∈1,P,e∈1,E,k∈1,K
r∈1,R,d∈1,D,l∈1,L

{

F2C = αFLNb +(1−α)
D

∑
d=1

Qd(vd) =

= α

[

E

∑
e=1

K

∑
k=1

ξekyek +
P

∑
p=1

Wpxp +
R

∑
r=1

Trzr

]

+

+(1−α)
D

∑
d=1

Qd(vd)

}

, (3)

subject to the constraints:

∀d=1,...,D,

p=1,...,P

L

∑
l=1

al pudl ≤ xp , (4)

∀d=1,...,D,

p=1,...,P

L

∑
l=1

bl pudl ≤ xp , (5)

∀r=1,...,R,

p=1,...,P
gprxp ≤ zr , (6)

∀e=1,...,E

K

∑
k=1

yek ≤ 1 (7)

∀d=1,...,D,

r=1,...,R

P

∑
p=1

L

∑
l=1

gpral pudl−
P

∑
p=1

L

∑
l=1

gprbl pudl =

=







−1 r = sd
1 r = td ,

0 otherwise

(8)

D

∑
d=1

vdudζ1(e) ≤
K

∑
k=1

Mekyek, e = 1, . . . ,E , (9)

D

∑
d=1

vdudζ2(e) ≤
K

∑
k=1

Mekyek, e = 1, . . . ,E , (10)

xp,zr ∈ {0,1} p ∈ 1,P,r ∈ 1,R , (11)

yek,udl ∈ {0,1} e ∈ 1,E,k ∈ 1,K,d ∈ 1,D, l ∈ 1,L , (12)

0≤ vd ≤Vd, d ∈ 1,D , (13)

where Mek and ξek are, respectively, the capacity and the

power consumption of the edge e in the state k, and Wp
and Tr are power cost coefficients of the port p and the

router r. FLNb is the total power consumption by network

devices component of the objective function, Qd is a QoS

related component. The latter represents a penalty for not

achieving the assumed flow rate Vd by the flow d. Qd(vd)
is a convex and continuous function, decreasing on inter-

val [0,Vd]. It is reaching minimum (zero) at Vd, the point

in which user expectations are fully satisfied. The convex-

ity of Qd(vd) is associated with the conviction, that small

deviations from the nominal throughput ∆ = Vd − vd are

neglected by network users, while large deviations are no-

ticed and should be avoided. Moreover, since Qd(vd) is

monotonically decreasing, it assures that the slope of the

curve becomes steeper, as the rate vd approaches zero. Con-

straints (4)–(6) determine the number of ports and routers

that are used for data transmission. The conditions (7) as-

sure, that each edge can be in one energy-aware state. The

constraints (8) are formulated according to 1st Kirchhoff’s

law applied to source, destination and transit nodes, and fi-

nally, the constraints (9), (10) assure, that the flow will not

exceed the capacity of a given edge. They are expressed in

a more natural and convenient in implementation way than

in the paper [4], where a trick based on parities of link

labels was used. Now they concern edges instead of links

and it is not necessary for links l and l̃ of the same edge

be of different parities.

The above model exploits the fact, that Internet traffic used

to be elastic in a large part, which means, that the QoS

is only a little aggravated by small deviations from the as-

sumed flow rate. The combined routing and rate control

problem has to be solved, which leads to the solution feasi-

ble in terms of the formulated model, even when the traffic

demand is greater than the capacity offered by the network.

Moreover, in some cases a minor reduction of flow rates,

which is accepted by the comprehensive model taking into

account the elasticity of a demand, may allow to accommo-

date the traffic in a smaller number of links, thus allowing

for further great reduction of power consumption.

The parameter α ∈ [0,1] is a scalarizing weight coefficient,

which can be altered to emphasize any of the objectives.

In general, the formulation (3)–(13) has some drawbacks:

it defines a mixed-integer nonlinear programming problem

with nonconvex, bilinear link capacity constraints (9),(10).

At present the leading solvers – e.g., CPLEX, Gurobi – can

solve efficiently convex quadratic mixed-integer quadrati-

cally constrained problems MIQCP, with positive semidef-

inite matrices of constraints quadratic forms, which is not

the case of (9), (10) constraints. The general nonlinear,

mixed-integer, non-convex solvers are very slow.

Fortunately, the problem (3)–(13) can be quite easily trans-

formed to the form accepted by fast mixed-integer solvers,

what is described in Section 3.
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3. Elimination of the Nonlinearity from

Constraints

From the QoS components of the objective function

F2C (3) it is usually expected, that they assure so-called

proportional-fairness of the allocations of the bandwidth,

when the network is subject to a congestion [8]. Quadratic

functions may be used to achieve it [9] (unfortunately, lin-

ear – not), so the objective function F2C can be quadratic

and convex.

The only problem that still remains to solve is nonconvex

nonlinearity of the constraints (9), (10). It can be elimi-

nated by a transformation found in [10].

It consists in the introduction of auxiliary variables wdl =
vdudl, d ∈ 1,D, l ∈ 1,L (denoting the part of a traffic rate

in the link l assigned to the flow d) and the substitution of

these inequalities with subsequent set of linear inequalities:

∀e=1,...,E

D

∑
d=1

wdζ1(e) ≤
K

∑
k=1

Mekyek , (14)

∀e=1,...,E

D

∑
d=1

wdζ2(e) ≤
K

∑
k=1

Mekyek , (15)

∀d=1,...,D,

l=1,...,L
wdl ≤Vdudl , (16)

∀d=1,...,D,

l=1,...,L
wdl ≤ vd , (17)

∀d=1,...,D,

l=1,...,L
wdl ≥ vd−Vd(1−udl) , (18)

∀d=1,...,D,

l=1,...,L
wdl ≥ 0 . (19)

4. The Final Formulation of the Problem

Summing up, the final formulation of presented two criteria

energy-aware integrated routing and flow control problem

is as follows:

min
xp,yek,zr ,udl,vd ,

p∈1,P,e∈1,E,k∈1,K
r∈1,R,d∈1,D,l∈1,L

{

F2C = αFLNb +(1−α)
D

∑
d=1

Qd(vd) =

= α

[

E

∑
e=1

K

∑
k=1

ξekyek +
P

∑
p=1

Wpxp +
R

∑
r=1

Trzr

]

+

+(1−α)
D

∑
d=1

Qd(vd)

}

, (20)

subject to the constraints:

∀d=1,...,D,

p=1,...,P

L

∑
l=1

al pudl ≤ xp , (21)

∀d=1,...,D,

p=1,...,P

L

∑
l=1

bl pudl ≤ xp , (22)

∀r=1,...,R,

p=1,...,P
gprxp ≤ zr , (23)

∀e=1,...,E

K

∑
k=1

yek ≤ 1 , (24)

∀d=1,...,D,

r=1,...,R

P

∑
p=1

L

∑
l=1

gpral pudl−
P

∑
p=1

L

∑
l=1

gprbl pudl =

=







−1 r = sd
1 r = td ,

0 otherwise

(25)

∀e=1,...,E

D

∑
d=1

wdζ1(e) ≤
K

∑
k=1

Mekyek , (26)

∀e=1,...,E

D

∑
d=1

wdζ2(e) ≤
K

∑
k=1

Mekyek , (27)

∀d=1,...,D,

l=1,...,L
wdl ≤Vdudl , (28)

∀d=1,...,D,

l=1,...,L
wdl ≤ vd , (29)

∀d=1,...,D,

l=1,...,L
wdl ≥ vd−Vd(1−udl) , (30)

∀d=1,...,D,

l=1,...,L
wdl ≥ 0 , (31)

xp,zr ∈ {0,1} p ∈ 1,P,r ∈ 1,R , (32)

yek,udl ∈ {0,1} e ∈ 1,E,k ∈ 1,K,d ∈ 1,D, l ∈ 1,L , (33)

0≤ vd ≤Vd, d ∈ 1,D . (34)

When QoS components Qd(vd) are quadratic and convex,

the obtained mixed-integer quadratic problem can be solved

by effective MILP/MIQP solvers, such as CPLEX, Gurobi.

5. Numerical Evaluation

The problem (20)-(34) was formulated, implemented and

solved by means of the CPLEX solver for the test network.

The topology of an example network is shown in Fig. 1.

It has been inspired by an access/metropolitan segment of

a telecom operator network, which was presented in [11].

Its size is however reduced compared with the original.

The access nodes, represented by circles indexed 1–3, are

sources and destinations of traffic flows. Transit nodes

(5–8) perform traffic switching, and a peering node, la-

beled T, provides access to the ISP transport network and

the Internet.

In the presented example the number of routers R = 9, the

number of edges E = 14 and the number of links and ports

L = P = 28.

As the (penalty for not achieving) QoS functions we took:

Qd(vd) =
1
2
(

vd−Vd
)2

. (35)

It was possible for each edge to operate in K = 5 energy-

aware states. The throughput of a given edge e ∈ 1,E and

the power consumption in energy-aware state k ∈ 1,K were
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Fig. 1. Example network.

as follows: Me1 = 2, ξe1 = 20; Me2 = 4, ξe2 = 40; Me3 = 6,

ξe3 = 60; Me4 = 8, ξe4 = 80; Me5 = 10, ξe5 = 100. As

the power cost coefficients we took for ports W1 = W2 =
. . . = W28 = 90 and for routers T1 . . .T3 = 1000, T4 . . .T8 =
10000, T9 = 3000. The scalarizing coefficient was taken

α = 10−3. This value was experimentally determined to

ensure that from possible Pareto optimal solutions selected

are these, which offer satisfactory QoS level in every run

of the experiment.

In the first series of experiments a dependency between

the number of binary variables and the time of computa-

tions have been examined. In subsequent experiments the

number of traffic flows was increased, which resulted in

a linear increase of the number of binary variables. The

QoS function parameter Vd remained the same for ev-

ery flow: Vd = 10. The computation time is presented in

Fig. 2. It reveals a sharp increase in function of the problem

dimension.
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Fig. 2. Computation time as a function of number of traffic flows.

The applicability of this model depends on the chosen

control scheme. In an on-line control the maximum ac-

ceptable computation time is closely related to the time

between reconfigurations, which should be in the order of

tens of minutes (see e.g. [11]). The observed trend indi-

cates, that for bigger examples this limit can be exceeded.

The second series of experiments shows that the calculation

time depends not only on the number of variables, but also

on values of the parameters of the problem. In this case the

number of flows was fixed to D = 10, while the parameter

Vd was altered, which is presented in Fig. 3. Although the

dimension of the problem has not changed, the computation

time varies to the large extent between experiments.
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Fig. 3. Computation time as a function of a the parameter Vd .

All the results were obtained on PC with Intel Core i5-

2430M CPU running at 2.4 GHz.

6. Conclusions

The authors modified the dynamic power management of

energy-aware computer networks model presented in [4] to

simplify it and make its implementation easier. It is still

suggested to use a two-criteria model with flow rates as

decision variables. When the QoS functions are quadratic

and convex, it is possible to reformulate the problem in

such a way, that the same standard solvers, e.g., CPLEX

or Gurobi, can be used to find the solution. The result-

ing mixed-integer programming problem has more vari-

ables, but the additional ones are only real, not binary, what

should not influence too much the time of calculations.

The performed numerical tests confirmed the appropriate-

ness of the formulation for practical problems of small di-

mension. The computation times are however sensitive not

only to the dimension of the problem, but also to its param-

eters, which indicates a need to develop effective heuristic

solvers, which are more robust.
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Abstract—In this article the preconditioned conjugate gradi-

ent (PCG) method, realized on GPU and intended to solution

of large finite element problems of structural mechanics, is

considered. The mathematical formulation of problem results

in solution of linear equation sets with sparse symmetrical pos-

itive definite matrices. The authors use incomplete Cholesky

factorization by value approach, based on technique of sparse

matrices, for creation of efficient preconditioning, which en-

sures a stable convergence for weakly conditioned problems

mentioned above. The research focuses on realization of PCG

solver on GPU with using of CUBLAS and CUSPARSE li-

braries. Taking into account a restricted amount of GPU core

memory, the efficiency and reliability of GPU PCG solver are

checked and these factors are compared with data obtained

with using of CPU version of this solver, working on large

amount of RAM. The real-life large problems, taken from

SCAD Soft collection, are considered for such a comparison.

Keywords—conjugate gradient, incomplete Cholesky factoriza-

tion, iterative solver, NVIDIA CUDA, preconditioned conjugate

gradient.

1. Introduction

The computational power of modern PC’s becomes enough

to solve medium scale complex engineering problems. In-

tensive development of desktop computers and gaming rigs

markets made that for some aspects High Performance

Computing (HPC) solutions are no longer necessary for

a lot of problems. In the future, this trend will be expanded

onto range of issues where ability of PC computers is suf-

ficient for their solution of given problem scale. Improve-

ments in the hardware realizations enhance development

capabilities and demands to develop computational meth-

ods directly into a specific computer architecture. Processor

units for execution of the fast instructions need in efficient

memory management. Achievement of peak performance

on logical thread must be preceded by elimination of empty

cycles on physical core. The ways of efficient memory man-

agement for distributed memory architecture Non-Uniform

Memory Access (NUMA) of today’s HPC systems substan-

tially distinguish from techniques used in Uniform Memory

Access (UMA) of PC solutions. On the other hand, compu-

tational units of clusters in many cases have the same pro-

cessor architecture at the level of hardware node as used in

desktop solutions. Consequence of these distinctions is the

necessity for creation of different algorithms implementing

computational methods for desktop systems.

Solving systems of linear algebraic equations, arising from

analysis of problem of solid and structural mechanics, by

the preconditioned conjugate gradient on the Graphic Pro-

cessing Unit (GPU) appear in many papers. In example, an

article [1] presents the acceleration of matrix-vector product

procedure with usage of ELLPACK, BELLPACK, SBELL

formats instead of CSR in Compute Unified Device Ar-

chitecture (CUDA) for packing of sparse symmetrical ma-

trix for 2D elastic problem of solid mechanics. The block

compressed sparse row (BCSR) format is applied for ac-

celeration of sparse matrix-vector multiplication (SpMV)

procedure in [2] for conjugate gradient (CG) method using

CUDA. The application of graphic accelerators in finite

element structural analysis is discussed in [3]. Article [4]

proposes a level scheduling based on approximate minimum

degree reordering algorithm for acceleration the triangular

solution procedure.

In presented article, authors limit themselves to solving sys-

tems of linear algebraic equations with symmetrical sparse

matrices by preconditioned conjugate gradient method.

Such matrices arise when finite element method is applied

to the problems of structural or solid mechanics. Scien-

tific publications about parallel implementation of conju-

gate gradient method in architecture Symmetric Multipro-

cessing (SMP) can be found in [5]. This paper is mainly

focused on maximal effective use of RAM memory. In

cases when at application of sparse direct method the size

of factorized stiffness matrix exceeds the capacity of RAM,

it is necessary to use a secondary storage on disk. It

leads to drastic increase of the computation time because

solver produces lot of IO operations. The proposed itera-

tive method runs in core memory and in the case of fast

convergence could be considerably faster. Small number

of iterations is achieved primarily using appropriate sparse

matrix techniques for constructing of preconditioning based

on Cholesky factorization by value method with application

of secondary rejection of small entries [6]. Given approach

as well as [7], [8] is intended for solution of complex engi-

neering problems and produces all computations on CPU.

The leading procedures – matrix-vector multiplication and

forward-back substitutions relatively preconditioning – are

poorly accelerated due to parallelization on shared-memory
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computers when number of threads increases. Usually sev-

eral right hand parts – load cases – appear in problems

of structural mechanics. Therefore, in [5] each right hand

part iterates on separate thread, and number of threads is

restricted by number of right hand parts. The develop-

ment of modern graphics cards is driven by the develop-

ment of PCs. Today, in era of rapid general-purpose GPU

development, the calculations are a separated branch and

professional computing accelerators are not used as graph-

ics cards although their architecture is made for that and

allow it. HPC solutions also are equipped by accelerators,

based on GPU.

This paper is devoted to development of preconditioned

conjugate gradient method with incomplete Cholesky fac-

torization by value preconditioning [5] using GPU, based

on CUDA technology and intended to solution of linear

algebraic equation sets with sparse symmetric positive def-

inite matrices. Described implementation involves the use

of a single device with general-purpose GPU support. This

is a typical situation for PC with one external graphics card

or workstation with one computing accelerator.

2. Preconditioned Conjugate

Gradient Method

Let us consider the linear equation set

Kx = b , (1)

where K is a symmetric positive definite sparse matrix aris-

ing when the finite element method is applied to problems

of structural and solid mechanics. The problems of struc-

tural mechanics often are poorly conditioned due to using

of thin-walled plates, shells, bars and large scattering of

stiffness in structural elements, and the slow convergence

of iterative methods occurs in such a situation [9].

Algorithm 1: Incomplete Cholesky factorization

1: vip,i = 0

2: ip = 0,1, . . . , np−1

3: i = 1 ∈ [1 . . . N]

4: for j ∈ [1 . . . N] do

5: v0,i = Ki j, i ∈ L j

6: Parallel for k ∈ List j do

7: vip,i = vip,i−Hi,kH j,k, i ∈ Lk

8: end for

9: for ip ∈ [1 . . . np−1] do

10: v0,i+ = vip,i, i ∈ L j

11: end for

12: if v0i
2
< ψHiiH j j, i ∈ L j then

13: Hii+ =

∣

∣Hi j

∣

∣

√

Hii

H j j
, H j j+ =

∣

∣Hi j

∣

∣

√

H j j

Hii
,v0,i = 0

14: else

15: L j ←
v0,i
√

H j j
,Listi = j,v0,i =0

16: end if

17: end for

The proposed approach allows keeping a small value of

rejection parameter ψ and ensures a stable and fast conver-

gence of PCG method even for weakly conditioned prob-

lems of structural mechanics. The term “weakly condi-

tioned” means that matrix K is not singular, but the con-

ditioning number cond(K) is relatively large, and conven-

tional iterative methods demonstrates a slow convergence.

The article [5] contains the detail consideration of proposed

approach.

The preconditioned problem B−1Kx = B−1b is solved in-

stead Eq. (1), where B = HHT and H is the lower triangu-

lar matrix. The looking-left column-by-column incomplete

factorization procedure is applied [5] as shown in Algo-

rithm 1.

The ip and np are the thread number and the number

of threads, respectively. Next, nonzero entries of current

column j of matrix K are put to the dense vector v0

(v0,i = Ki j). Expression i ∈ L j means that row number i

belongs to nonzero structure of current column j. In the

loop “parallel for k” columns k located at left from j(k < j)

produce the update of column j. Expression k∈ List j means

that only such columns k which have nonzero elements H jk

in factorized matrix H are taken. Each thread ip writes re-

sults in own vector vip. Then we sum the results of each

thread and obtain updated column j in vector v0 (loop for

ip = 1, np− 1). In the next step, each nonzero entry of

v0(i∈ L j) is analyzed and the small entries v0i
2
< ψHiiH j j,

where 0 < ψ < 1 (if v0i
2
< ψHiiH j j) are rejected. Each re-

jection results in correction of diagonal entries Hii, H j j

to keep the positive definiteness of H and preconditioning

matrix B [11]. Only the “large” entries are retained and

put it in nonzero structure L j of matrix H.

Algorithm 2: PCG method

1: k = 0, x0 = 0

2: r0 = b−Kx0

3: while ||rk||2 > tol do

4: Solve Bzk = rk

5: k = k + 1

6: if k = 1 then

7: p1 = z0

8: else

9: βk =

rT
k−1zT

k−1

rT
k−2

zT
k−2

10: pk = zk−1 + βkpk−1

11: end if

12: αk =

rT
k−1zT

k−1

pT
k

KpT
k

13: xk = xk−1 + αkpk

14: rk = rk−1−αkKpk

15: end while

16: x = xk

Also, the number of current column j is put in Listi of

column i, located at right. In addition, after incomplete

factoring is finished, secondary rejection of small entries

Hi j
2

< ψ1HiiH j j, where 0 < ψ < ψ1 < 1 is produced. It

allows on reduction of nonzero entries in incomplete fac-
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tor H and accelerates triangular solution procedure without

significant deterioration of preconditioning properties.

The minimum degree ordering algorithm is applied be-

fore incomplete factorization for reducing the number of

nonzero entries in factorized matrix. It improves the abil-

ity of preconditioning to accelerate a convergence [5].

The Algorithm 2 presents the PCG method.

The residual vector for problem given by Eq. (1) on it-

eration step k is: rk = b−Kxk, where xk is approxima-

tion of exact solution x. For preconditioned problem the

residual vector zk is evaluated from expression B−1rk =

B−1
(b−Kxk) = zk. Then the set of linear equations rela-

tively preconditioning Bzk = rk, or HHT zk = rk is solved.

The forward substitution Hyk = rk→ yk and back substitu-

tion HT zk = yk→ zk are produced.

The incomplete Cholesky factorization procedure requires

a large amount of core memory and authors use the parallel

Algorithm 1 implemented on CPU. The both CPU and GPU

versions of PCG method exactly correspond to presented

Algorithm 2.

3. Conjugate Gradient Method on GPU

and Implementation Using CUDA

Preconditioned conjugate gradient method performs the set

of linear algebra operations on matrices and vectors. All

operations on GPU are produced only with application of

procedures from CUBLAS [11] and CUSPARSE [12] li-

braries: cusparseDcsrsv-solve() [13] for triangular solution

Hyk = rk → yk (forward substitution) and HT zk = yk→ zk

(back substitution), cusparseDcsrmv() [14] for matrix-

vector multiplication wk = Kpk, cublasDdot() for evalua-

tion of dot products rk−1
T zk−1, pk

T wk, cublasDaxpy() for

computing of saxpy procedures xk = xk−1 + αkpk, rk =

rk−1−αkwk and cublasDscal() for vector scalar multipli-

cation pk = βkpk−1.

The multiplication of sparse symmetric matrix by vector

and triangular solutions during forward and back substitu-

tions are the most complex procedures of PCG method.

Their duration exceeds 90% of total solution time. The

algorithm that performs any operations with sparse ma-

trix must be consistent with the format in which this

matrix is stored. CUSPARSE library supports following

sparse matrix formats: COO, CSR, CSC, ELL, HYB, BSR,

BSRX [15]. Procedures for Symmetric Positive Definite

(SPD) matrices operate on matrices stored in Compressed

Storage Row (CSR) format. This implementation of PCG

method is practically the same as implementation of PCG

method from CUDA library [16]. The main difference

consists in the construction of preconditioning (see Al-

gorithm 1). Utilization of compressed row format (CSR),

which largely focused on low memory requirement, is per-

fect for the graphics card device, having the restricted mem-

ory amount. On the other hand, in the case of sparse matrix

with specific structure CSR format greatly reduces possi-

bility of blocking memory for CUDA thread blocks. The

consequence of jumps in memory due to specific structure

of sparse matrix leads to slowdown of instruction execu-

tion by pipelines in block of CUDA threads. Many publi-

cations concerning with implementation of sparse matrix-

vector multiplication algorithm on the GPU [17] are de-

voted to achievement of high performance in operations

on sparse positive definite matrices, stored in different for-

mats and designed for the GPU. Thus, for GPU comput-

ing does no storage format for symmetric positive definite

matrices exist, which would always give the most high-

performance matrix-vector operations. Therefore, comput-

ing performance essentially depends on the structure of

sparse matrix and its density.

The triangular solution procedure has a highly sequential

nature – its parallelization does not result in considerable

acceleration of computations on SMP computers as well

as on GPU. Algorithm of triangular solution used in CUS-

PARSE is presented in [18]. Algorithm 3 contains the pseu-

docode of version on GPU. The CPU version is presented

in [5].

Algorithm 3: Pseudocode of GPU version

1: Aggregate sparse stiffness matrix K and prepare lower

triangular matrix H using Algorithm 1 (on CPU).

Initiate CUDA device

2: Allocate memory on graphic accelerator (device

memory) for matrices K, H, packed in CSR format

and copy these matrices from host memory to device

memory

3: Use cusparseDcsrsm-analysis() procedure twice for

analysis of structure of the H and HT matrices

4: Allocate device memory for vectors x, p, r, z and

working vector w

5: Run Algorithm 2 until convergence will not be

achieved (no transfers of data between host and

device occurs)

6: Copy converged vector x from device to host

7: Deallocate device memory and deinitialize CUDA

device

The version of solver on CPU uses in-home algorithms.

Authors found in [19] that procedure mkl-dcsrsymv (sparse

symmetric matrix-vector multiplication) taken from Intel

MKL 11.2 accelerates the sparse symmetric matrix - vec-

tor multiplication about 2 times in compare with in-home

procedure on single thread and about 3 times on multiple

threads. In addition, the mkl-dcsrtrsv (triangular solution

for sparse matrix) procedure from Intel MKL demonstrates

the same time on the both: single thread and multiple

threads, and is on 20% slower in compare with in-home tri-

angular solution procedure. For proposed class of problems

the density of lower triangular matrix H is in many times

more than density of stiffness matrix K, and the duration of

triangular solution procedure is in several times longer than

the procedure of matrix-vector multiplication (Tables 1, 4,

and 7). Therefore, acceleration of matrix-vector multipli-

cation procedure does not produce considerable impact on

performance of PCG solver and allows us to use in-home

procedures on CPU version.
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The authors used Microsoft Visual Studio 2013 IDE and

NVIDIA GPU Computing Toolkit v.6.5 with CUBLAS and

CUSPARSE libraries. The C++ compiler v. 120 with flags

/O2 in realize version and /arch:AVX (Advanced Vector

Extension) was applied. Also, the unrolling of loop eight

times in the both: in-home matrix-vector multiplication and

in triangular solution procedures was used.

4. Test Problems and Hardware

Configuration

The three design models with fully different properties of

stiffness matrices are considered. Two models of multi-

storey buildings with quite different construction schemes

and the model of shopping center are analyzed. All these

real-life design models are taken from SCAD Soft [20]

collection. The research attention is focused on total com-

putation time, on computation time of matrix-vector multi-

plication procedure and on computation time of triangular

solution procedure at the stage of resolution respectively

preconditioning (SpTr). These intervals of time encompass

all iterations required for achievement of convergence.

Tests were made on following hardware configuration: IBM

System x iDataPlex dx360 M4 Server running Windows 7

Ultimate 64 bit, CUDA Toolkit 6.5 with CPU – Intel Xeon

E5-2620 2.0 GHz 6C 12T (2.5 GHz Turbo) 6x256 kB

L2, 15 MB L3, 32 GB DDR3 (8x4 GB) PC3-10700U

(1333 MHz) and GPU – Nvidia Tesla K20m 2496 CUDA

cores 705 MHz, 5 GB GDDR5 5200 MHz (1300 MHz).

The following designations are used. Lx is calculation time

of forward and backward substitutions for all iterations,

Kv – calculation time of procedure SpMV for all itera-

tions, Oth stands for duration of other computing included

in PCG iteration, Total – total calculation time for all pro-

duced iterations, Itr is the number of iterations required

to achieve of convergence, DenK and DenL – densities

of matrices K and H correspondingly (number of nonzero

entries/total number of elements in lower triangular part

of matrix) expressed as a percentage, ψ – value of rejec-

tion parameter ψ
(

ψ ∈
[

10−9
,10−20

])

, ψ1 – value of post-

rejection parameter.

4.1. Problem 1

Aquamarine is a finite element model of multistory build-

ing (Fig. 1) and comprises 176,819 finite elements, equa-

tions 881,908 and 149,494 nodes. Authors present the

computation times on the both: CPU and GPU with the

fixed value of rejection parameter ψ = 10−10, and differ-

ent values of post-rejection parameter ψ1 (Tables 1 and 2).

Table 3 shows comparison of computation times on CPU

and GPU.

Higher GPU performance arises only on relatively large val-

ues of dropping parameters (Fig. 2). In this case structure

of the matrix H is more sparser than when using smaller

value of dropping parameter ψ1 (Table 3). In all other cases

Fig. 1. Computational model of Aquamarine.

Table 1

Problem 1 – computation times on CPU

at different ψ , ψ1 parameters

ψ ψ1 Kv [s] Lx [s] Oth [s] Total [s] Itr

10−10 10−8 3.5 44.4 1.1 49 142

10−10 10−6 4.3 31.9 1.8 38 179

10−10 10−4 23.9 102.1 10 136 968

10−10 10−3 169.8 543.7 92.5 806 6550

Table 2

Problem 1 – computation times on GPU

at different ψ , ψ1 parameters

ψ ψ1 Kv [s] Lx [s] Oth [s] Total [s] Itr

10−10 10−8 7.4 309 13.6 330 142

10−10 10−6 9.3 112 9.7 131 179

10−10 10−4 49.9 100 15.1 165 968

10−10 10−3 334.8 185.8 118.4 639 6550

Table 3

Problem 1 – comparison of computation time on CPU

and GPU (ψ = 10−10, DenK = 0.0033)

ψ1 CPU [s] GPU [s] DenL

10−8 49 330 0.0189

10−6 38 131 0.0099

10−4 136 165 0.0046

10−3 806 639 0.0029
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in which the parameter ψ <= 10−4, density of the matrix H

increases, and a considerable advantage of the CPU version

(Table 1) over the GPU (Table 2) can be observed.

The matrix-vector multiplication procedure using CPU is

less than GPU version for all considered values of drop-

ping parameters (Tables 1 and 2). Duration of matrix-vector

multiplication procedure depends on density of stiffness

matrix K, which strictly depends on considered problem

and does not depend on values of dropping parameters. In

contrast to matrix-vector multiplication procedure, the du-

ration of triangular solution procedure depends on values

of ψ and ψ1 parameters (Table 3).
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Fig. 2. Problem 1 – comparison of computation times on CPU

and GPU for Aquamarine.

The performance of triangular solution procedure by

CUDA [13], [17] considerably depends on matrix H spar-

sity. If H density is very small, the CUDA realization of

triangular solution is faster than CPU version. With de-

creasing of drop parameter value the density of H increases

and CPU realization of triangular solution becomes faster

(Table 3). For drop parameters values, ensuring accept-

ably fast solution, CPU realization is more faster than GPU

(Fig. 2).

4.2. Problem 2

Schemanew is a finite element model of multistory build-

ing (Fig. 3) and comprises 556,905 finite elements, equa-

tions 3,198,609 and 534,490 nodes. In this Subsection the

CPU and GPU times for different values of rejection param-

eters ψ , ψ1 (Tables 4 and 5) and their comparison (Table 6)

are presented.

When applying the small post-dropping parameters ψ1 <=

10−6 which satisfy a fast convergence, the size of precon-

ditioning matrix H exceeds capacity of GPU memory of

Tesla equipped with 5.4 GB. In such cases in Fig. 4 and

Tables 5 and 6 only the results obtained on CPU are de-

picted. In this Subsection authors show on plots two rejec-

Fig. 3. Computational model of Schemanew.

Table 4

Problem 2 – computation times on CPU

at different ψ , ψ1 parameters

ψ ψ1 Kv [s] Lx [s] Oth [s] Total [s] Itr

10−11 10−8 15.5 127.4 8.1 151 196

10−9 10−6 45.6 289.8 23.6 359 497

10−9 10−5 59.8 303 30.2 393 658

10−9 10−4 142 566 73 781 1584

Table 5

Problem 2 – computation times on GPU

at different ψ , ψ1 parameters

ψ ψ1 Kv [s] Lx [s] Oth [s] Total [s] Itr

10−11 10−8 – – – – –

10−9 10−6 – – – – –

10−9 10−5 104 139 19 262 659

10−9 10−4 248 148 33 429 1583

Table 6

Problem 2 – comparison of computation time on CPU

and GPU (DenK = 0.000667)

ψ ψ1 CPU [s] GPU [s] DenL

10−11 10−8 151 – 0.00347

10−9 10−6 359 – 0.00196

10−9 10−5 393 262 0.00144

10−9 10−4 781 429 0.00099
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tion parameters ψ and ψ1, separated by semicolon. Higher

performance of GPU realization (Table 5) of PCG solver

comparing with CPU version (Table 4) is achieved only for

respectively large values of drop parameters, which leads to

increasing of number of iterations and slowdown of conver-

gence. The acceptable solution time is achieved on CPU

version. GPU version for proper values of drop parame-

ter, which ensure the stable and fast convergence, requires

essentially more amount of memory than given graphic ac-

celerator possesses.
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Fig. 4. Problem 2 – comparison of computation times on CPU

and GPU for Schemanew.

For ψ1 > 10−5 is possible to put matrix H in memory of

graphic accelerator, and GPU version is faster than CPU.

However, with decreasing of ψ1 density of matrix H in-

creases, and advantage of GPU version becomes smaller

(Fig. 4). This tendency suggests, that even if memory of

the graphic accelerator would suffice for accommodation

of matrix H at smaller values ψ1, with decreasing of ψ1

CPU becomes faster, than the version on GPU. Probably,

it is caused by specifics of triangular solution algorithm [18]

(Table 5), developed by NVIDIA, which is very fast for

sparse matrices of low density, but with increase of density

its performance considerably deteriorates.

4.3. Problem 3

TRK is a finite element model of market building (Fig. 5)

and comprises 473,723 finite elements, equations 2,442,846

and 441,300 nodes.

For parameters ψ = 10−8 and ψ1 = 10−7 matrix is to large

and does not fit into GPU accelerator memory.

The matrix-vector multiplication procedure as well as in

the previous problems, on CPU is about two times faster

than on GPU (Tables 7 and 8).

The best performance of triangular solution procedure,

which mostly affects total time, is achieved on GPU. In

Fig. 5. Computational model of TRK.

Table 7

Problem 3 – computation times on CPU

at different ψ , ψ1 parameters

ψ ψ1 Kv [s] Lx [s] Oth [s] Total [s] Itr

10−10 10−5 16.1 90.5 8.4 115 231

10−8 10−7 10.4 89.5 6.1 106 177

10−8 10−6 11.2 79.8 7 98 191

10−8 10−5 15 85.8 9.2 110 257

10−8 10−4 41.9 188.9 23.2 254 707

Table 8

Problem 3 – computation times on GPU

at different ψ , ψ1 parameters

ψ ψ1 Kv [s] Lx [s] Oth [s] Total [s] Itr

10−10 10−5 26.7 36.1 7.2 70 231

10−8 10−7 – – – – –

10−8 10−6 22.2 41.5 6.3 70 191

10−8 10−5 29.5 28.4 8.1 66 256

10−8 10−4 81.4 30.6 25 137 705

Table 9

Problem 3 – comparison of computation times on CPU

and GPU (DenK = 0.00096)

ψ ψ1 CPU [s] GPU [s] DenL

10−10 10−5 115 70 0.00233

10−8 10−7 106 – 0.00384

10−8 10−6 98 70 0.00305

10−8 10−5 110 66 0.00224

10−8 10−4 254 137 0.00155

each case of preconditioning parameters, authors found

considerable advantage of GPU version comparing with

CPU (Table 9).
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Fig. 6. Problem 3 – comparison of computation times on CPU

and GPU for TRK.

5. Summary and Conclusions

For presented problems of structural mechanics, which we

intend to solve by PCG method, the conducted research

cannot clearly indicate which one of two comparable de-

vices: CPU or GPU, will demonstrate a better performance.

Which device is better, depends on the densities and struc-

tures of the matrices K and H. GPU demonstrates a bet-

ter performance only for very sparse matrices, the location

of nonzero elements of which allows on efficient split on

parallel tasks during triangular solution, performed by al-

gorithm [18]. For problem 1, where matrix H has highest

density among all considered problems, one can observe

significant CPU advantage at stage of triangular solution,

which has a main impact on total solution time. For prob-

lems 2 and 3 matrix H is a more sparser, than in problem 1,

and GPU version demonstrates a less time of triangular so-

lution algorithm and correspondingly better solution time

than CPU, until the amount of graphic accelerator memory

is enough large to put matrices H and K. To improve ability

of preconditioning and accelerate convergence, the values

of drop parameters ψ , ψ1 were decreased and density of

matrix H was increased. When GPU version fails due to in-

sufficient device memory, the CPU version of solver having

sufficient amount of RAM, solves these problem faster than

GPU version. Only for problem 3 authors found that GPU

version occurs faster than CPU. Matrix-vector multiplica-

tion procedure is always faster in CPU version, regardless

of density of matrix K. Decrease of drop parameter value

leads to improving of preconditioning properties, reducing

the number of iterations for achievement of convergence,

but increasing the duration of each iteration due to consid-

erable enlarging of triangular solution time.
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Abstract—The understanding of the structural and dynamic

complexity of neural networks is greatly facilitated by com-

puter simulations. An ongoing challenge for simulating re-

alistic models is, however, computational speed. In this pa-

per a framework for modeling and parallel simulation of

biological-inspired large scale spiking neural networks on

high-performance graphics processors is described. This tool

is implemented in the OpenCL programming technology. It

enables simulation study with three models: Integrate-and-

fire, Hodgkin-Huxley and Izhikevich neuron model. The re-

sults of extensive simulations are provided to illustrate the

operation and performance of the presented software frame-

work. The particular attention is focused on the computa-

tional speed-up factor.

Keywords—GPU computing, OpenCL programming technology,

parallel simulation, spiking neural networks.

1. Introduction

Simulation of biological-inspired Spiking Neural Networks

(SNN) is generally a complex problem that involves cum-

bersome calculations, especially when processing of large

scale networks. The restrictions are caused by demands

on computer resources, i.e. processor and memory. As

biological neural networks become larger and more com-

plex, the required computational power grows significantly.

However, the calculations performed by neural networks

simulators can be easily partitioned into large number of

independent parts and carried out on many cores or com-

puters. It was observed that parallel implementation based

on MapReduce programming model improves the efficiency

of the simulator and speeds up a calculation process.

A low-cost, an alternative to supercomputers is the Graphi-

cal Procession Unit (GPU) – specialized massively-parallel

graphics processor that can be used as a general purpose

computational accelerator [1]. GPU-enabled parallel com-

puting is a relatively new area of research that has be-

come extremely popular over the last decade and is rapidly

increasing its advance into different areas of technology.

Last years a model for parallel computing based on the

use of GPUs to perform a general purpose scientific and

engineering computing was developed and used to solve

complex scientific and engineering problems. Using Com-

pute Unified Device Architecture (CUDA) or Open Com-

puting Language (OpenCL) many real-world applications

can be easily implemented and run significantly faster than

on multi-processor or multi-core systems. GPU clusters are

one of the most progressive branches in a field of parallel

computing and data processing nowadays.

The paper addresses issues associated with parallel comput-

ing systems and the application of GPU technology to large

scale systems simulation. During research a dedicated soft-

ware framework have been developed and designed that can

be used to extensive simulation of spiking neural networks

on GPU accelerators. This framework has been imple-

mented in the OpenCL programming technology and can

be executed on various computing platforms. The relative

benefits and limitations of presented software platform have

been evaluated based on results of numerical experiments

performed for various less and more complex models of

neural networks.

The remainder of this paper is organized as follows. A brief

survey of biological-inspired SNN models is presented in

Section 2. The overview of parallel SNN simulators is pro-

vided in Section 3. The organization, implementation and

usage of the software framework for SNN simulation on

GPU is described in Section 4. The results of simulations

of several complex networks on various hardware platforms

are presented and discussed in Section 5. Finally, conclu-

sions are drawn in Section 6.

2. Spiking Neural Networks Modeling

A spiking neural network is composed of a set of N spiking

neurons and E synapses – links < i, j >∈ E, E ⊆ N ×N
with weights wi j ≥ 0, [2]–[5]. Excitatory and inhibitory

synapses are distinguished. Excitatory synapses are con-

nections of all excitatory neurons, while inhibitory synapses

are connections of all inhibitory neurons. A spike is pro-

duced when a condition on the state variables is satisfied,

for example when the membrane potential exceeds a thresh-

old value (see Fig. 1). In general, various linear or nonlin-

ear threshold functions Vth : ℜ+→ ℜ+ have been defined

for various models of spiking neuron. Thus, a biological-

inspired spiking neuron can be described as a hybrid sys-

tem with one or several continuous state variables (mem-

brane potential V , conductances C, etc.), and spikes re-

ceived through the synapses that trigger changes in some

of the variables. Continuous evolution of a number of state

variables is usually modeled by a set of differential equa-
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tions with discrete events. The hybrid system formalism is

presented in [6].

j i

Vi
Vth

Spike

After-hyperpolarizing
potential (AHP)

Subliminal
stimuli

Receiving pulse

Threshold        spike

Fig. 1. A model of spiking neuron.

The range of computational problems related to spiking

neurons is very large, especially in case when detailed bio-

physical representations of the neurons have to be used.

The example is the reproduction of intracellular electro-

physiological measurements. In general, modeling of bio-

logically realistic spiking neural networks requires tuning

the enormous number of parameters [7], [8]. In other cases,

one does not need to realistically capture the spike gener-

ating mechanisms, and simpler models are sufficient.

A survey of models of a spiking neuron is provided in

the literature [3], [4], [6], [9]. The research attention is

focused on three commonly used models, simple Integrate-

and-fire and models developed by Hodgkin and Huxley and

Izhikevich.

2.1. Integrate-and-fire Neuron Model

Integrate-and-Fire (I&F) is the simplest spiking neural

model described in [3], [6]. Let us refer to V as the neu-

ron’s membrane potential (the system state) and to I as the

input current. Assuming that I is a sum of excitatory im-

pulses IE , inhibitory impulses II and constant current offset

Io f f set the dynamics of a neural model is described by the

following state equations:

dV
dt

=
1
τ

(Vrest −V)+
1
C

(

IE + II + Io f f set
)

, (1)

dIE

dt
=−

IE

τsynE
, (2)

dII

dt
=−

II

τsynI
, (3)

where τ denotes a model time constant, τsynE and τsynI ex-

citatory and inhibitory synapses time constants, C is mem-

brane capacity, Vrest is initial potential of the membrane,

Vreset is membrane potential after spike (reset potential) and

τre f rac stands for relaxation time (time after spike during

which neuron is insensitive to stimulation). In I&F model

all spikes are generated when V ≥Vth. Potential after spike

is reset to V ←Vreset .

2.2. Hodgkin-Huxley Neuron Model

Integrate-and-fire is a simple model that can imitate some

of the biological neuron behavior. However, it is unable

to reproduce firing patterns like: bursting, chattering, etc.

The model developed by Hodgkin and Huxley (H&H) and

described in [10] is one of the most successful mathemat-

ical model of a complex biological process that has ever

been formulated. The idea is that the semipermeable cell

membrane separates the interior of the cell from the extra-

cellular liquid and acts as a capacitor. If an input current I
is injected into the cell, it may add further charge on the ca-

pacitor, or leak through the channels in the cell membrane.

In the standard H&H model there are three types of chan-

nels: a sodium channel Na, a potassium channel K and an

unspecific leakage channel l with resistance R. Assuming

that an input current I is a sum of excitatory impulses IE ,

inhibitory impulses II , constant current offset Io f f set and

externally injected current Iin j the model is yield by the

state equations:

dV
dt

=
1
C

[

−gNam3h(V −ENa)− (4)

− gKn4(V −EK)−gl(V −El)−ge(V −Ee)−

− gi(V −Ei)+ Io f f set + Iin j
]

,

dm
dt

= αm(V )(1−m)−βm(V )m , (5)

dn
dt

= αn(V )(1−n)−βn(V )n , (6)

dh
dt

= αh(V )(1−h)−βh(V )h , (7)

dge

dt
=−

ge

τsynE
, (8)

dgi

dt
=−

gi

τsynI
, (9)

where ge and gi denote excitatory and inhibitory synapses

conductivity, gNa, gK , gl ion channels conductance, ENa,

EK , El , Ee, Ei ion channels reverse potentials. The defi-

nitions of functions αm, βm, αn, βn, αh, βh are provided

in [3]. In order to produce an action potential the mem-

brane potential must be increased quickly enough to cross

threshold (dV/dt ≥Vth).

2.3. Izhikevich Neuron Model

H&H model is computationally expensive and in case of

huge networks requires many differential equations solu-

tions. Another kind of formalism which is able to replicate

different rich firing patterns achievable with H&H model,

using two simple equations with only one super-linear term

was proposed by Izhikevich in [11]. Izhikevich model (I)

has a computational efficiency similar to I&F model.

Izhikevich reduced biophysically accurate H&H neuronal

model to a two-dimensional system of ordinary differential

equations of the form

dV
dt

= 0.04V 2 +5V +140−U + I , (10)
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dU
dt

= a(bV −U) , (11)

dIE

dt
=−

IE

τsyn
, (12)

dII

dt
=−

II

τsyn
, (13)

if V ≥ 30 mV, then V ← c, U ←U +d, (14)

where IE and II denote presynaptic currents from excitatory

synapses and inhibitory synapses respectively, τsyn synapse

time constant (for excitatory and inhibitory τsyn = 1 ms),

a,b,c,d model parameters, C membrane capacity.

After the spike reaches its apex (+30 mV), the membrane

voltage and the recovery variable are reset according to the

Eq. (14). The Eq. (10) was obtained by fitting the spike

initiation dynamics of a cortical neuron (other choices also

feasible) so that the membrane potential V has mV scale

and the time t has ms scale. The resting potential in the

model is between −70 and −60 mV depending on the

value of b.

3. Simulation of Spiking Neural

Networks

3.1. Parallel Simulation of SNN

The simulation of spiking neural networks can be naturally

decomposed into three main phases:

• integrating the differential equations that describe the

neuron models,

• propagating the spikes to target neurons,

• changing states of target neurons.

It is obvious that the bottleneck for large scale networks

simulation is the propagation of numerous spikes across

the network considered. Recent research has shown that

modern simulators of spiking neural networks can be par-

allelized and executed on both multi-core CPUs and GPUs

regardless of the network topology [12]–[15]. Parallel com-

putation can be applied to all listed phases of the network

simulation. The parallelization of the first phase, i.e. nu-

merical integration is straightforward. It follows the Single

Instruction, Multiple Data (SIMD) paradigm. The number

of operations scale with the number of neurons in a net-

work. The total computational cost for large scale networks

is dominated by the second phase in which the operations

scales with the number of synapses.

Parallel implementations of SNN are reviewed and dis-

cussed in [6]. Three parallelization strategies are proposed

and discussed:

• N-parallel – spike propagation is parallelized over

neurons. Each thread updates the total input of one

neuron;

• S-parallel – spike propagation is parallelized over

synaptic evens. Each thread implements the effect

of a spike arriving at one synapse. The number of

executed threads is limited by the total number of

synapses in the network executed at each timestep;

• NS-parallel – combination of both aforementioned

strategies N-parallel and S-parallel. This approach is

recommended for GPU computing.

The software environments for neural networks simulation

can implement two simulation modes:

• time-driven – all neurons are updated simultaneously

at each timestep (tick of a global clock) – syn-

chronous distributed simulation,

• event-driven – neurons are updated only when the

event occur, i.e. they receive or emit a spike – asyn-

chronous parallel simulation.

Time-driven and event-driven algorithms for SNN simula-

tion are described in [6].

3.2. Survey of SNN Simulators

SNN Simulating on CPU. A survey of software environ-

ments for spiking neural networks simulation on CPUs is

presented in [6], [14]. NEURON [16] is a commonly used,

robust and efficient software platform that can support cre-

ation and evaluation of various models of biological neu-

rons and neural circuits. It implements both time-driven

and event-driven simulation modes. Moreover, NEURON

supports parallel processing on multicore and multiproces-

sor machines employing threads and distributed processing

in clusters using MPI standard. It is available on Unix,

Linux and MS Windows platforms. It was executed on

Cray and IBM Blue Gene supercomputers.

Neural Simulation Tool (NEST) [17] was created as a result

of a long term collaborative project to support the devel-

opment of technology for neural networks simulation. It is

designed to large scale neural systems with heterogenity in

neuron and synapses types simulation. It supports paral-

lelization by multi-threading and message passing, and can

be executed on multiprocessor machine and in a cluster

of computers. NEST implements time-driven simulation

mode, and is available on Unix, Linux, MS-Windows and

Mac OS platforms. The software is provided to the scien-

tific community under an open source license.

Brian [18], [19] is widely used, highly flexible and easily

extensible simulator for spiking neural networks available

on almost all platforms (Linux, MS Windows, Mac OS).

It provides the implementations of I&F and H&H neuron

models, and can be easily extended with the others. This

software platform is written in the Python programming

language. It is easy to learn and use. Various libraries of

methods written in the Python can be used, e.g. NumPy

and SciPy for numerical calculations, PyLab for results

graphical visualization. Parallel Python can be employed

to calculation parallelization. The sources, demos, manual

36



A Novel GPU-Enabled Simulator for Large Scale Spiking Neural Networks

and publications can be downloaded from the project Web

page [19]. It is released under the CeCILL license.

Mvaspike [20] is a general purpose tool for modeling and

simulating large and complex biological neural networks.

It is based on the event-based modeling and simulation

strategy. The focus is on spiking neural networks simu-

lation (integrate-and-fire and other spiking point neurons).

A good balance between simulation efficiency and model-

ing freedom is provided. The core of the system is im-

plemented in C++, however, the access from other pro-

gramming languages is easy. A parallel implementation is

available for multiprocessor machines and clusters.

SNN simulating on GPU. Several software environments

for SNN simulation on GPU are described in literature.

NeMo [21], [22] is a high-performance environment for

large scale spiking neural network simulation. It simu-

lates systems of Integrate-and-fire and Izhikevich neurons

on CUDA-enabled GPUs and uses a powerful scatter-gather

messaging algorithm to provide further optimization for

sparse random connectivities and supports real time sim-

ulation. It is a C++ class library. Moreover, NeMo has

bindings for C, Matlab, and Python. The software is pro-

vided under an open source license.

GPU-enhanced Neuronal Networks (GeNN) [23] is another

framework for simulating SNN on GPU. It is an open source

library that generates code to accelerate the execution of

network simulations on NVIDIA GPUs. It is entirely based

on CUDA and C/C++. It is flexible and easily extended

software – any neuron model can be simulated. In GeNN

users can introduce their own neuron models, synapse mod-

els, post-synaptic integration models and synaptic plasticity

rules by providing code snippets that are substituted into

the network simulation during code generation. GeNN is

available for Linux, Mac OS and Windows platforms.

The Myriad [24] CUDA GPU-enabled simulator focuses

on realistic biophysical models using H&H neurons and

densely integrated network models that scale poorly on

clusters of computers. These models have many analogue

interactions such as gap junctions and graded synapses that

require many model elements to update one another at each

timestep. Myriad provides a flexible and extensible inter-

face through a Python module, which is then translated into

a C-based implementation layer by code generation.

Table 1

Summary of selected SNN simulators

Brian NEST NEURON NeMo

Time-driven Yes Yes Yes Yes

Event-driven No No Yes No

GPU Yes No No Yes

Linux Yes Yes Yes Yes

Windows Yes No Yes No

Easy
Yes Yes No No

installation

SNN simulators – a summary. Selected parallel environ-

ments for SNN simulation were installed and tested by the

author of this paper. Table 1 presents the summary of their

evaluation. The focus is on their implementation and func-

tionality.

4. SNNS – Spiking Neural Network

Simulator

4.1. Description of SNNS

SNNS is a GPU-enabled software environment for spiking

neural networks simulation using the OpenCL program-

ming model. The aim was to provide a framework which

allows performing effective experiments with less and more

complicated models of spiking neural networks on vari-

ous GPUs. It enables simulation study with three models:

Integrate-and-fire, Hodgkina-Huxley and Izhikevich neuron

model. SNNS implements time-driven simulation mode

and NS-parallel parallelization strategy. Two of the sys-

tem’s principal goals are portability and usage in heteroge-

neous computing environments. SNNS can be executed on

GPUs from many vendors.

During simulation experiment performed under SNNS one

can distinguish three main stages: preparatory stage, exper-

imental stage and recording test results. At the preparatory

stage a neural model, presynaptic and postsynaptic neurons,

spiking generator and all initial parameters (total number of

neurons and synaps, initial values of state variables, etc.)

are provided. The SNNS framework cooperates with the

Brian simulator [19]. The neural network to be simulated is

generated using tools from Brian. The special programme

for recording the generated network into the disc file in the

comprehensive SNNS format has been developed.

The experimental stage begins when all decisions regarding

the simulated network are made. The corresponding com-

puting modules (kernels) are executed in sequence. The

spikes generated at each timestep are collected, neuron

states are updated and new spikes are firing and propa-

gating across the network.

Finally, all test results are recorded into a disc file in the

defined format. They can be easy visualized in popular

graphical programs. The Brian&SNNS system flow dia-

gram is presented in Fig. 2.

4.2. Architecture of SNNS

Programming for a GPU is rather specialised and needs

additional effort from the programmer [1]. Due to the fact

that the cores found on GPUs are less complex the pro-

grams that are executed should be especially tuned for min-

imizing their limitations and maximizing their potential to

provide high level of parallelization. Algorithms that do

not take into account the architecture of the GPU will not

use it efficiently. In particular, the constraints on memory

access patterns have to be considered. Therefore, tuning

GPU algorithms to the specific hardware is highly recom-

mended.
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to file
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to file
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SNN:  C++
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SNN:  OpenCL

Load neuron
population

Generate network

Transfer data to GPU

Start simulation
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from GPU memory

Write states to
CPU memory

t = TK
No

Yes

Save results
(spike times)

t = t + tD

Simulation of 1 ms
network activity

gatherSpikes

updateNeurons

scatterSpikes

Fig. 2. The Brian&SNNS system flow diagram.

In order to take advantage of GPU accelerators from dif-

ferent vendors OpenCL [25], [26], which is a low level

GPU programming toolkit was used. OpenCL is an in-

dustry standard computing library developed in 2009 that

targets not only GPUs, but also CPUs and potentially other

types of accelerator hardware. In OpenCL efficient imple-

mentation requires preparation slightly different codes for

different devices, however it is much less complicated than

writing code in many native toolkits for NVIDIA and AMD

devices.

4.3. SNNS Components

SNNS consists of seven components. Its architecture is

depicted in Fig. 3. All components have been implemented

Population
CPU

Simulation
CPU

Connection
CPU

Network
CPU

Context
CPU

Spikes
CPU

Kernels (GPU)

updateNeurons
scatterSpikes
gatherSpikes

Fig. 3. The SNNS simulator components.
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Local memory
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Fig. 4. The performance of the updateNeurons kernel.

in OpenCL and C++ and can be executed on CPU and GPU

processors. The specification of components is as follows:

• Population – downloading neurons from the disc file

(C++),

• Connection – downloading synaptic connections

from the disc file (C++),

• Network – generation of network to be simulated

(C++),

• Context – CPU – GPU communication mechanisms

definition (C++),

• Simulation – a simulation scenario definition (C++),

• Kernels – network simulating (computations)

(OpenCL),

• Spikes – test results recording into a disc file (C++).

The goal was to develop an effective, flexible and failure

resistance software. Therefore, the main component of the

system – Kernel – were decomposed into three kernels that

perform the following operations:

• updateNeurons – neuron states updating,

• scatterSpikes – spikes propagating across the net-

work,

• gatherSpikes – collecting spikes received by all

neurons at each timestep.

The performance of the updateNeurons kernel is pre-

sented in Fig. 4. It implements the forward and exponential

Euler methods for numerical integration [27].

4.4. Memory Issues

It is obvious that mentioned above kernels need to ac-

cess at each timestep a large amount of memory, since all

neurons and synaptic variables corresponding to received

spikes have to be accessed. Due to the fact that neuron and

synaptic operations are often simple, the speed of memory

access limits the efficiency of SNNS. The shared memory

of GPU is fast but is very limited. The global memory

is very slow. Therefore, the most critical issue is the op-

timization of read/write memory access to the values of

synapses and neural variables at each timestep. The mem-
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Fig. 5. Allocation of neurons to partitions and processors.

ory transfers on GPU are much faster if variables that are

accessed at the same timestep are stored contiguously.

To maximize the speed of SNNS the particular attention

was paid on the design of efficient data structures. The

implementation is as follows. In each simulation exper-

iment a population of neurons with unique identifiers is

divided into partitions. To reduce the competition for mem-

ory access each partition is assigned to one GPU processor

(see Fig. 5). Moreover, all synapses are divided into sepa-

rated groups. Synapses with the same presynaptic neuron

are collected to one group. Synapses from the same group

are aggregated into the packages of fixed size and propa-

gated across the network. Such an implementation allows

to reduce memory usage.

5. SNNS Numerical Evaluation

The SNNS framework was used to simulate spiking neural

networks with various size (1000 to 30000 neurons). Sim-

ulation experiments were conducted for following models:

• Network I&F – Integrate-and-fire model, spike aver-

age frequency 7 Hz.

• Network I – Izhikevich model, spike average fre-

quency 15-25 Hz.

• Network H&H – Hodgkin-Huxley model, spike av-

erage frequency 15–30 Hz.

The experiments were performed on the following hardware

platforms:

• P1: Intel Core2 Quad 2.83 GHz, Radeon HD 6700,

4 GB RAM, Linux x64.

• P2: Intel Core i5-2500K, 3.30 GHz, Radeon HD

6900, Linux x64.

• P3: Intel Core i5-2500K, 3.30 GHz, GeForce GTX

560T, Linux x64.

The results of simulations, i.e. times of calculations per-

formed for various size of networks are presented in

Figs. 6–12.
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5.1. Comparative Study of CPU and GPU Simulators

The aim of the first series of experiments was to com-

pare the efficiency of spiking neural networks simulation

on CPU and GPU processors. The performance of the
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CPU-enabled Brian simulator and the GPU-enabled SNNS

framework was evaluated and compared. The experiments

were performed on P1 and P2 hardware platforms. The

results obtained for three neuron models are presented in

Figs. 6–8.

The presented results show that the speed of simulation

strongly depends on the network size and neuron model

considered. The usage of GPU enabled speed up the simu-

lation from 4 times for Network H&H, 9 times for Network

H&H to 19 times for Network I&F.

5.2. Comparative Study of GPU Simulators

The aim of the next series of experiments was to compare

the efficiency of spiking neural network simulation con-

ducted on GPs from different vendors. First, two hardware

platforms P1 and P2 with different computing power were

tested. The results obtained for I&F and I neuron models

are presented in Figs. 9–10.
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The usage of more powerful GPU device enabled to speed

up the simulation from 2.7 (Network I) to 3.7 (Net-

work I&F) times. The acceleration was decreased with

the size of the network.

Finally, the SNNS simulator was compared with the

NeMo [21] CUDA-enabled framework for large scale net-

works simulation. Two series of experiments were per-

formed for Network I&F and Network I. The tests for SNNS

simulator were conducted on the P2 platform equipped

with the AMD graphical processor Radeon HD 6900. The

NeMo was executed on the P3 platform equipped with the

NVIDIA graphical processor GeForce GTX 560T. The re-

sults of simulation experiments, i.e. times of calculations

are depicted in Figs. 11 and 12.
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It is observed that the CUDA-enabled simulator running on

NVIDIA hardware gave a better results than the OpenCL

one. The simulation time of neural network formed by

1000 neurons performed using the SNNS framework was

decreased about 2 times for the NeMo framework and

NVIDIA GPU. Such result was expected – CUDA is the

technology dedicated to NVIDIA GPU. However, the nu-

merical experiments showed that the acceleration level
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with respect to OpenCL and AMD GPU decreases with

the bigger size of a network.

6. Summary and Conclusion

The paper provides a short overview of methods and tools

for parallel spiking neural networks simulation on GPU ac-

celerators. Spiking neural networks are natural candidates

for massively parallel computations. SNN simulation re-

quires complex calculations and parallel processing of large

volumes of data, in which a speed of calculation and data

decomposition are of essence. The attention of the paper is

focused on the OpenCL and GPU-enabled software frame-

work SNNS for simulating large scale networks. SNNS

was designed to be powerful, effective, scalable, flexible,

and easy to use. The experimental results presented in this

paper demonstrate the effectiveness of the SNNS frame-

work, and confirm that the direction to speed up complex

systems simulation is to port it to GPU units.

As a final observation one can say that CUDA and OpenCL

computing systems offer a new opportunity to increase the

performance of parallel HPC applications in clusters, by

combining traditional CPU and general purpose GPU de-

vices. However, although much progress has been made in

software and hardware for HPC computing simulation of

large-scale neurobiologically inspired systems is still a chal-

lenging task.
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Abstract—Stock prediction with data mining techniques is one

of the most important issues in finance. This field has at-

tracted great scientific interest and has become a crucial re-

search area to provide a more precise prediction process. This

study proposes an integrated approach where Haar wavelet

transform and Artificial Neural Network optimized by Di-

rected Artificial Bee Colony algorithm are combined for the

stock price prediction. The proposed approach was tested on

the historical price data collected from Yahoo Finance with

different companies. Furthermore, the prediction result was

found satisfactorily enough as a guide for traders and investors

in making qualitative decisions.

Keywords—Artificial Bee Colony algorithm, Artificial Neural

Network, back-propagation algorithm, stock price forecasting,

wavelet transform.

1. Introduction

The stock price prediction is one of the most important

topics in finance and business. An intelligent system would

predict the stock price and give a guide to investors to buy

a stock before the price rises, or sell it before its value de-

clines. Though it is very hard to replace the role of experts,

an accurate prediction algorithm can directly result in high

profits for investment companies. The efficient algorithm

can also indicate a direct relationship between the accuracy

of the prediction algorithm and the profit taken from the

use of the algorithm. However, the stock market trends are

nonlinear, uncertain, and non-stationary and nowadays it

tends to be more risk than before for forecasting the stock

price [1]–[3].

Artificial Neural Network (ANN) is one of data mining

techniques being widely accepted in the business area due

to its ability to learn and detect relationships among non-

linear variables. Several studies have shown that the ANN

outperforms statistical regression models and also allows

deeper analysis of large data sets, especially those that

have the tendency to fluctuate within a short of period of

time [4]–[7]. However, in the case of financial forecasting

for enormous time series, appropriate data preprocessing

techniques and optimization algorithms are required to en-

hance the accuracy of the predicted results.

In this study, the prediction system is built by the combi-

nation of preprocessing techniques including Haar wavelet

and a neural network optimized by using Directed Artificial

Bee Colony (DABC) algorithm [8]. The Haar wavelet is

utilized to decompose the stock price time series and elim-

inate noise, since the representation of a wavelet can tackle

the non-stationary involved in the economic and financial

time series [9]. The Artificial Bee Colony (ABC) algorithm

is a novel meta-heuristic approach proposed by [10]. Due

to the advantages of memory, multi-characters, local search,

and a solution improvement mechanism, this algorithm can

be used for identifying high-quality optimal solutions and

offering the balance between complexity and performance,

as well as optimizing predictions effectively. In this study,

the DABC which is the improved version of the ABC is

used to optimize the weights and biases of ANN before

training the network by back-propagation (BP) algorithm.

The main goal of this study is to figure out the efficiency

of the ANN improved by using DABC for tackling the re-

gression problem on a particular domain such as the stock

market.

The remaining of the paper is organized as follows. Sec-

tion 2 presents some works related to research fields. The

proposed approach for the stock price prediction is shown

in Section 3. Section 4 describes the experiments and ob-

tained results. Conclusion and future works are presented

in Section 5.

2. Related Works

Numerous researches about financial data mining have

been done. Kim and Chun [11] implemented a neural net-

work system using the technical analysis variables for listed

companies in Shanghai Stock Exchange. They have com-

pared the performance of two learning algorithms and two

weight initialization methods. The results indicated that

the forecasting of stock market is quite acceptable with

both the algorithm and initialization methods, but the per-

formance of the back-propagation can be increased by

conjugate gradient learning and multiple linear regression

weight initializations. However, when the structure of ANN

gets to be complex and there are large training samples,

convergent speed in these algorithms will become very

slow. This influences the accuracy of the predicted re-

sults of ANN. To cope with this problem, a new method

using the evolutionary algorithms is proposed in some re-

searches [5], [12]–[14].

Kim and Han [15] used a genetic algorithm to transform

continuous input values into discrete ones. The genetic
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algorithm was used to reduce the complexity of the fea-

ture space. Kishikawa and Tokinaga [16] applied a wavelet

transform to extract the short-term feature of stock trends.

The past works have used various forecasting techniques in

order to predict the stock market trends. Some methods

attempted to forecast the daily returns, while some other

studies developed forecasting models to predict the rate of

returns of individual stocks. In many papers, it was also

found that researchers have attempted to compare their re-

sults with other statistical tools. Each approach has advan-

tages and disadvantages, so it is able to use one of them

to hide the disadvantage of another. These findings pro-

vide a strong motivation for modeling forecasting tools for

stock market prediction. Besides applying wavelet-based

data preprocessing, this study uses the DABC algorithm to

optimize the weights and biases of ANN to enhance the

accuracy for results of the stock price prediction.

3. Methodology

In general there are two stock prediction methodologies:

technical and fundamental analyses. Technical analysis us-

ing time-series analysis to deal with the determination of

the stock price based on the historical data, while funda-

mental analysis concentrates on the forces of supply, the

past performance of the company and the earnings fore-

cast.

Wavelet transform

Evaluate the influence of Haar wavelet and
DABC on the accuracy of the prediction

Extracting data from time series

Data normalization

Splitting data
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ANN training by back-propagation
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Fig. 1. Proposed approach overview.

To involve both fundamental and technical analyses, this

study presents a novel approach that integrates the Haar

wavelet transform and the DABC algorithm into the Mul-

tilayer Perceptron (MLP) neural network. Figure 1 briefly

shows the main process used in this work and it will be

explained in more details below.

3.1. Choosing Data Formatting

The factors utilized for training the ANN are chosen based

on the experience of trader with regard to the specific

stocks. There are many technical indicators and funda-

mental factors such as: Moving Average (MA), Relative

Strength Index (RSI), Boilinger bands, Close/open prices,

Volume oscillator being able to be used to analyze the stock

market.

This work uses the close price to train the ANN, so the

output of the ANN will be the close price as well.

3.2. Data Preprocessing

3.2.1. Noise Filtering Using Haar Wavelet Transform

The first stage of data preprocessing is the use of Haar

wavelet to decompose the financial time series and remove

noise since the representation of a wavelet can tackle the

non-stationarity involved in the economic and financial time

series [9]. Wavelets are mathematical functions that break

data into various frequency components, and then each

component is studied with a resolution matched to its scale.

There are a wide variety of popular wavelet algorithms in-

cluding Daubechies wavelets, Mexican Hat wavelets and

Morlet wavelets. These wavelet algorithms have the advan-

tage of better resolution for smoothly changing time series.

However, they have the disadvantage of being more ex-

pensive to compute than the Haar wavelets. Therefore, this

study uses the Haar wavelet which is the simplest algorithm

and works well for the stock price time series.

A time series can be viewed in multiple resolutions when

using wavelets. Each resolution represents a different fre-

quency. The wavelet method computes averages and dif-

ferences of a signal, breaking the signal down into spec-

trums. The Haar wavelet algorithm works on time series

whose size is a power of two values (e.g., 32, 64, 128...).

Each step of the wavelet transform generates two sets of val-

ues: a set of averages and a set of differences (the wavelet

coefficients). Each set is half the size of the input data.

For example, if the time series has 128 elements, the first

step will generate 64 averages and 64 coefficients. The

set of averages then becomes the input for the next step

(e.g., 64 averages generating a new set of 32 averages and

32 coefficients). This process is repeated until one average

and one coefficient are obtained.

The strength of two coefficient spectra generated by

a wavelet calculation reflects the change in the time series

at different resolutions. The first coefficient band shows the

highest frequency changes. This is the noisiest part of the
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time series. This noise can be eliminated by using thresh-

old methods. Each later band reflects changes at lower and

lower frequencies.

3.2.2. Extracting Data from Time Series

In the stock price prediction, authors have to decide that

how many prices of the recent days will be used to predict

the price of the next day. That value is called as “window-

Size”. Traders can use any values for windowSize that they

want, commonly in the range of 10 to 180 days.

This work uses 30-to-1 model that means using 30 recent

days to forecast the next day. WindowSize is also the num-

ber of inputs used in the input layer of the ANN. To train

the ANN, we need many 30-to-1 sequences, and each se-

quence consists of two vectors. The input vector includes

30 prices of 30 recent days while the output vector com-

prises the price of the next day. In order to obtain n se-

quences, we have to slide the window back n steps, and

then extract one sequence at each step [7].

3.2.3. Data Normalization

Normalization is a process transforming the time series data

points into a small pre-specified range generally from 1

to –1 or 0 [17]. In order to facilitate the training process,

the data needs to be normalized before training the ANN

because the prices are in the different ranges. This study

uses Vector Normalization [18] for normalizing data.

Mathematical formula of Vector Normalization is shown as

the Eq. 1:

Ni =
Ti

√

k
∑
j=1

T 2
j

, (1)

where Ni is the normalized data and Ti is the time-series

data, k is the number of values in series, and i = 1,. . . ,k.

3.2.4. Splitting Data into Training, Validation

and Testing Sets

One of the problems that occur during neural network train-

ing is called overfitting. In this case, the error on the train-

ing set is very small but when a new data is presented to

the network, the error is high. In other words, the ANN

performs well on training data and poorly on data it has not

seen. This is due to the fact that the network has memo-

rized the training samples but has not learned to generalize

to new situations. The ANN will therefore not possess the

generalization ability and will give a poor predictive per-

formance.

For the purpose of resolving the overfitting problem, the

data will be randomly separated into the training set and

validation set. This is one of the simplest and most widely

used means for avoiding overfitting [19]. The training set

is the data set used to adjust the weights on the neural

network. The validation set is used to minimize overfitting,

and the weights of the network associated with this data set

are not adjusted during the training process. If the accuracy

over the training set increases, but the accuracy over then

validation set stays the same or decreases, then the ANN

is overfitting and should stop training. The accuracy was

evaluated by different errors, and in order to speed up the

computation, authors ran the validation every 5 training

epochs.

Note that the testing set is different with the validation set,

because the validation data is independent of the training

data. The testing set is used only for testing the final so-

lution in order to confirm the actual predictive power of

the network. Therefore, the testing set would be used to

evaluate the prediction ability of the proposed approaches.

3.3. MLP Neural Network Setting

In general, the architecture of MLP-ANN can have many

hidden layers and each hidden layer can include many neu-

rons. However, theoretical works have shown that a ANN

with one hidden layer is good enough to approximate any

complex non-linear functions [17], [20]. In addition, many

studies and experimental results also indicate that one hid-

den layer is sufficient for most of the forecasting prob-

lems [4], [17], [21]. Therefore, this work uses the archi-

tecture of MLP-ANN with one hidden layer.

Other difficult tasks when choosing good parameters for

ANN are the number of hidden neurons and activation func-

tion. Setting a suitable architecture of the ANN for a par-

ticular problem is an important task, because the network

topology directly affects to its computational complexity

and generalization ability. Too much hidden layers or hid-

den neurons will drive the ANN to the overfitting. Based

on conducted experiments and other researches [7], [22],

the ANN with 8 neurons for the hidden layer and Bipolar

Sigmoid function (Fig. 2) as activation function for both

hidden and output layer is suitable for forecasting the stock

price.
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Fig. 2. Bipolar Sigmoid function.

Figure 3 shows the structure of the ANN used for proposed

prediction system. The input layer is mapped with the input

vector containing 30 (windowSize) latest close prices. The

output layer including one neuron denotes the close price

of the next day.
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Fig. 3. The architecture of proposed ANN – windowSize-8-1.

It can be also known that the ANN structure also depends

on the experience of trader and other factors, so proposed

settings for ANN’s parameters are just a recommendation

for traders.

3.4. MLP Neural Network Training

After the data preprocessing process, the ANN will be

trained via two stages. In the first stage, the weights and

biases for ANN need to be optimized by using the DABC

algorithm to overcome getting stuck in local optima. The

DABC algorithm is an effective method for enhancing the

convergence to global optimum [8]. In the second stage,

the ANN with weights and biases being optimized by the

DABC will be trained by back-propagation algorithm.

3.4.1. Optimizing Weights and Biases of the ANN Using

the DABC Algorithm

Artificial Bee Colony algorithm being one of the swarm in-

telligence algorithms is inspired by the foraging behaviors

of real honeybee colonies. In ABC algorithm, a colony of

artificial bees has three kinds of bees: employed bees, on-

lookers, and scouts. In this paper, a food source represents

a possible set of optimized weights and biases for ANN.

Employed bees will exploit a food source and then share

information about their food sources with onlooker bees

waiting on the dance area within the hive, while scout bees

will randomly search for new food sources surrounding the

hive to replace the ones abandoned by the employed bees.

The details of the DABC algorithm are presented as Algo-

rithm 1.

In this algorithm, f iti is the fitness value of food source

(solution) xi, vi is the food source near xi, pi is the prob-

ability value of xi, xi j is the jth dimension of xi, di j is

the direction information of xi j, and MCN is the maximum

number of cycle in the algorithm. The number of employed

bees is equal to the number of food sources. The employed

bee whose trial counter is higher than the predefined limit

becomes a scout bee.

After the data pre-processing process, the weights and bi-

ases of the ANN are initialized by using the directed ABC

algorithm. The accuracy of the output of the ANN depends

on its initial values of weights and biases. In this work, the

Algorithm 1: The pseudocode for DABC algorithm

1: Load training samples

2: Generate the initial population xi, i = 1, . . . ,SN by using Eq. 4

3: Set the direction information di j = 0, i = 1, . . . ,SN;
j = 1, . . . ,D

4: Calculate the fitness f iti of the population by Eq. 5

5: cycle = 1
6: repeat

7: for each employed bee do

8: Produce new solution vi by using Eq. 6

9: Calculate the value f iti
10: Apply greedy selection process

11: Update the direction information

12: end for

13: Calculate the probability pi for the solutions xi by using

Eq. 7

14: for each onlooker bee do

15: Apply Roulette Wheel to select a solution xi
16: Produce a new solution vi from xi
17: Calculate the value f iti of vi
18: Apply greedy selection process

19: Update the direction information

20: end for

21: If there is an abandoned solution for the scout then replace

it with a new solution, which will be randomly produced

by using Eq. 4

22: Memorize the best solution so far

23: cycle = cycle+1
24: until cycle = MCN

DABC is used to seek the optimal set of initial weights

and biases prior to the training process in order to enhance

the convergence speed and the rigor of output values of the

ANN. The process of optimizing the biases and weights is

conducted by minimizing an objective function such as the

mean square error given by Eq. 2:

E(~wi(t)) =
1
N
·

T

∑
j=1

(O j−Yj)
2
, (2)

where T is the number of patterns in the training data set,

E(~wi(t)) is the error at the t-th cycle in the algorithm, ~wi(t)
is the vector of the weights of the ANN being included

in the i-th individual at the t-th cycle, O j and Y j are the

desired output and actual value of the j-th training data

respectively.

At the beginning of the algorithm, the population is ran-

domly generated and the direction information of all di-

mensions equals to 0. SN is the number of solutions, also

the number of employed or onlooker bees. In this work,

a food source or an individual represents a possible set

of optimized weights and biases for the ANN. Each solu-

tion xi is a D-dimensional vector containing weights and

biases of the ANN. As for the proposed ANN architecture

(windowSize-8-1), the value of D is the total number of

weights and bias of the ANN that needs to be optimized

and can be calculated by using Eq. 3 whose details are

shown in Table 1:

D = IW{1,1}+b{1,1}+LW{2,1}+b{2,1} . (3)
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Table 1

Parameters for proposed ANN (windowSize-8-1)

Value Symbol Description

WindowSize ·8 IW{1, 1}
Weights of the connections

from input to hidden layers

8 b{1, 1}
Biases of neurons in hidden

layer

8 ·1 LW{2, 1}

Weights of the connections

between output and hidden

layers

1 b{2, 1} Biases of output neurons

After initialization, the population of the food source posi-

tions goes through repeated cycles, cycle = 1,2, . . . ,MCN,

of three search processes for the employed bees, the on-

looker bees, and scout bees phases. An employed bee

searches around the current food source for a new food

source and recalculates the nectar amount (fitness value)

of the new food source. If the nectar amount of the new

food source is higher than the previous one, the bee memo-

rizes the new food source position and forgets the old one.

Otherwise, it keeps the previous food source position. This

is a greedy selection process. After all employed bees finish

their neighborhood search, they share the nectar amount of

the food sources and their position with the onlooker bees

on the dance area. An onlooker bee assesses the nectar

information given by all employed bees and selects a food

source based on the probability associated with its nectar

amount. Similar to the employed bee, the onlooker bee pro-

duces a new position and recalculates the nectar amount of

the new position. It then applies the same greedy selection

process as in the employed bee phase. In the initialization,

a food source for employed bee is produced by using Eq. 4:

x j
i = x j

min + r · (x j
max− x j

min) , (4)

where i∈ {1,2, . . . ,SN}, j ∈ {1,2, . . . ,D} and r is a random

number in the range of [0 . . .1].

The fitness value is computed as Eq. 5:

f iti =







1
1+ fi

, if fi > 0

1+abs( fi), otherwise

, (5)

where f iti is the fitness of the ith food source and fi is

the specific objective function value for the optimization

problem. In this work, fi = E(~wi(t)).
In the DABC algorithm, a new food source position is gen-

erated by using Eq. 6:

vi j =











xi j +ϕ · (xi j− xk j), if di j = 0
xi j + r ·abs(xi j− xk j), if di j = 1
xi j− r ·abs(xi j− xk j), if di j =−1

, (6)

where k ∈ {1,2, . . . ,SN}, j ∈ {1,2, . . . ,D} are randomly

chosen, k must be different from i, abs is the absolute func-

tion, di j is the direction information for j-th dimension of

the i-th food source position, ϕ is a random number in the

range of [–1. . .+1] and r is a random number in the range

of [0 . . .1]. At the beginning of the algorithm, the direc-

tion information for all dimensions is set to 0. If the new

solution obtained by using Eq. 4 is better than the old one,

the direction information is updated. If the previous value

of the dimension is less than the current value, the direc-

tion information of this dimension is set to –1, otherwise

its direction information of this dimension is set to 1. If

the new solution obtained by Eq. 4 is worse than the old

one, the direction information of the dimension is set to 0.

By this way, the direction information of each dimension of

each food source position is used and the local search capa-

bility and convergence rate of the algorithm are improved

as well [8].

An artificial onlooker bee selects a food source based on

the probability value associated with that food source, pi,

computed by Eq. 7:

pi =
f iti

SN
∑

n=1
f itn

, (7)

where f iti is the fitness value of the solution i and SN is

the number of food sources.

After onlooker bee phase, if the trial counter is higher than

the limit, a new food source position is randomly produced

for this bee by using Eq. 4.

3.4.2. Training the ANN by Back-propagation

Algorithm

After optimizing the ANN by using the DABC algorithm,

the training process is continued with back-propagation al-

gorithm to adjust the weights in the steepest descent direc-

tion (the most negative of the gradients). The ANN will be

initialized with the optimized weights and biases in the first

training phase and then back-propagation algorithm will be

used to train the ANN for 50 cycles more.

4. Experiments

4.1. Evaluation Criteria

The proposed approaches were evaluated according to the

root mean squared error (RMSE), the mean absolute error
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S
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Wavelet
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Fig. 4. RMSE of the training process with original data and

noise-filtered data (GOOG).
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Table 2

RMSE, MAE and MAPE of the training process with original and noise-filtered data

Data RMSE (USD) MAE (USD) MAPE

Company Original Wavelet Original Wavelet Original Wavelet

AAPL 35.94700656 25.80857226 33.21142773 22.27953928 0.0622156017 0.0452399398

YHOO 5.608004908 4.593439167 4.940398152 3.990453741 0.1038292003 0.0846683761

GOOG 6.561397546 6.058494084 5.155632703 4.477504460 0.0096122608 0.0083394975

real
original
wavelet

580

570

560

550

540

530

520

510

1 Mar 2015 1 May 2015 1 Jul 20151 Apr 2015 1 Jun 2015 1 Aug 2015

Fig. 5. Real close prices, close price predicted by ANN on original and noise-filtered data (GOOG).

(MAE) and the mean absolute percentage error (MAPE)

criteria. These criteria are defined as :

RMSE =

√

√

√

√

1
N
·

N

∑
j=1

(O j−Yj)2 , (8)

MAE =
1
N
·

N

∑
j=1
|O j−Yj| , (9)

MAPE =
1
N
·

N

∑
j=1

∣

∣

∣

∣

O j−Yj

Yj

∣

∣

∣

∣

, (10)

where N denotes the size of testing sets.

These criteria measure how the predicted value O is close

to the real value Y . The lower these measures are, the better

result is. In this study, three these criteria will be used to

assess the performance of the following experiments.

4.2. Test Suites

The experiment system is implemented in C# .NET and

evaluated on several historical prices data of different

companies including the Apple (AAPL) in period 2009–

2013, Yahoo! (YHOO) in period 2013–2014 and Google

(GOOG) in period 3/2014–7/2015. These data were taken

from the datasets in [23].

4.3. The Accuracy of the Stock Price Prediction

As mentioned above, Haar Wavelet transform can eliminate

noise. Therefore, it is suitable for handling highly irregular

data series.

Using these data to train the network is better than the

original data containing a lot of jags. The proof of the

benefits of using wavelets is showed in Table 2, Figs. 4

and 5. The use of the Wavelet transform gave the lower

error value and the faster convergence of neural network

weights.

In this work, the DABC algorithm is used to optimize

the network weights and biases by minimizing an objec-

tive function such as the root mean square error (RMSE)
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Fig. 6. RMSE of the training process with DABC-ANN and

ANN without using DABC (GOOG).
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Table 3

RMSE, MAE and MAPE of the training process with DABC-ANN and ANN without using DABC

Data RMSE (USD) MAE (USD) MAPE

Company ANN DABC-ANN ANN DABC-ANN ANN DABC-ANN

AAPL 36.69341956 28.51912197 33.61652673 25.43316525 0.0692116977 0.0521619069

YHOO 5.559001606 1.272516355 4.644378052 1.047215288 0.1232102173 0.0259282003

GOOG 6.584116070 5.832372776 5.195642497 4.176874924 0.0093781278 0.0077784335

real
original
DABC
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Fig. 7. Real close prices, close price predicted by DABC-ANN and ANN without using DABC (GOOG).

given by Eq. 8. The optimal set of weights and biases

found by DABC was used in the next training process of the

ANN using back-propagation algorithm. The use of DABC

for the optimization of weights and biases gave the lower

error value and the faster convergence of neural network

weights. Table 3 and Fig. 6 take a proof of the influence

of the DABC-ANN model and the ANN (without using the

DABC) model. The DABC-ANN gives the lower values

through different testing sets. The reduction of values of the

criteria given by Eqs. 8–10 is 36.66% on average for three

testing data sets. Figure 6 also shows that the RMSE of the

DABC-ANN forecasting model converges faster than that

of the ANN model. Those figures indicate that the DABC

optimization gives the prediction result more accuracy, and

it also speeds up the second training stage by reducing the

number of training cycles. Figure 7 shows the forecasting

results of the DABC-ANN and ANN models and how these

prediction values are close to the real values.

4.4. The Prediction Results of the Proposed

Approaches

For more accurate in the evaluation of the ANN, each fact

possesses a different proportion of training-validating/test

set. For the Google in period 2014–2015, the sub-datasets

for the first twelve-month period are used for the training-

validating process, while those from 3/2015 to 7/2015 are

selected for testing. With regard to the Apple and Yahoo,

the first ten-month period (87%) is used for the training-

validating process and the next two-month period for test-

ing. The statistical meritorious results of testing process

are shown in forecasting figures from Fig. 8 to Fig. 10.

4.5. The Execution Time

In this work, the complexity of algorithms depends on the

configuration parameters of DABC algorithm and ANN net-

work as well as the size of input values (window sizes). The

authors have conducted the experiments and recorded the

average time of 20 execution times on each dataset as shown

in Table 4. The training data set of Apple is collected in

period 2009–2013, Yahoo data set is taken from the period

of 2013–2014 and Google data set is in the period from

3/2014 to 7/2015.

Table 4

Execution time of experiments

Data DABC optimization ANN training Total

Company [s] [s] [s]

AAPL 124 3 127

YHOO 30 4 34

GOOG 37 3 40
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Fig. 8. Testing result of DABC-ANN for Google for period

3/2014–7/2015.
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Fig. 9. Testing result of DABC-ANN for Yahoo for period 2013–

2014.
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It can be stated that such computation time might meet the

requirements of scalping systems in which length of the

time window is 15 minutes or even less in the real world

when the proposed approach is applied to the value of time

windows being less than 15 minutes.

5. Conclusion

Although artificial neural networks have the positive per-

formance in terms of mining non-linear data with self-

learning ability, stock forecasting still requires a more reli-

able method to integrate a precise training process into the

neural networks. This study proposed a hybrid approach of

the data preprocessing techniques and optimized algorithms

with the multilayer feed-forward neural network trained by

back-propagation algorithm to create a predictive model for

enhancing the accuracy of stock prediction. Haar wavelet

transform utilized to decompose the stock price time-series

and eliminate noise. Directed Artificial Bee Colony algo-

rithm, which is the improved version of ABC algorithm,

was used to optimize the weights and biases for the ANN

in the first stage of training process.

Though the proposed integrated system has a satisfactory

predictive performance, it still has some insufficiencies. Fu-

ture work tends to determine the critical impact of specific

fundamental analysis variables on the quality of the stock

price prediction. In addition, a more advanced pattern se-

lection scheme might be embedded in the system to retrieve

significant patterns from the data.

It can be seen that the prediction process of stock prices

is usually affected by 4 factors including open, close, high,

and low prices, in which the close price was used in this

study with the promising results. In reality, open price is

not used very often, however low and high price may be

crucial, so authors will consider the using these two values

in the further studies. This work employed 30-to-1 model

that means using 30 recent days to forecast the next day.

This value seems to work quite well, but in some different

technical analysis indicators the value of 14 is commonly

used for the window size. Therefore, we plan to carry out

many experiments to assess the influence of window sizes

on the accuracy of the stock price prediction problem.
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Abstract—In this paper a RSA based security system enabling

the group of users to upload the single masked message to the

cloud environment is proposed. Data stored are encrypted us-

ing RSA algorithm. The data receiver is able to encrypt the

message retrieved from the cloud environment using private

key. Two different separate RSA systems are used. The pre-

sented approach is divided into three parts. First, an RSA key

is generated for each sender. Then masking the message by

newly chosen mask proposed individually by every member,

additionally encrypted by individual RSA private key of each

member is proceed. Next, encrypting the gathered message

inside the cloud environment, using the public key of the re-

ceiver is executed. In the third step, the message is decrypted

by the receiver using his private RSA key. The scheme reduces

the computational load on users side and transfers calculations

and storage effort to the cloud environment. The proposed al-

gorithm was developed for storing and sending the data that

originally are produced by a group of users, but the receiver

of the data is single. It was implemented using Java 8 and

OpenStack software. Numerical test of different key length

for RSA are presented.

Keywords—cloud computing, confidentiality, RSA cryptosystem.

1. Cloud Computing

Cloud computing is based on a business model in which

resources are shared among at the network, host, and ap-

plication level. It provides massive scalability and the

ability to store large amount of data with efficient com-

putational power. The cloud computing offers resources

such as virtual-machine disks, image libraries, file storages,

firewalls, mailing systems, load balancers, IP addresses,

virtual local area networks, software bundles, operating

systems, programming languages execution environments,

databases, and Web servers [1].

Users may access to cloud environment using client de-

vices, such as desktop computers, laptops, tablets and

smart-phones. They are thin clients because cloud services

do not require dedicated software on the client side (Fig. 1).

Clients’ software transfers calculation effort to the machine

in the cloud. The most widely used examples of cloud

computing are Google Cloud, Microsoft Cloud, Amazon

Cloud and Adobe Creative Cloud [2]–[5].

The following features of cloud based IT systems distin-

guish them from traditional services and resources:

Remote
database

Smartphone
Mini note

Remote server

Stationary home PCWeb browser

Notebook Cloud infrastructure

Fig. 1. Features of Cloud Systems.

• multitenancy – unlike previous computing models,

which assumed single user resources in cloud model

resources they are shared;

• massive scalability – traditional models might have

hundreds or thousands of systems, cloud computing

provides the ability to scale to tens of thousands of

systems, and the ability to massively scale bandwidth

and storage space;

• flexibility – users can increase and decrease their

computing resources on demand;

• pay as you go – users pay only for using services and

for the time they require them;

• self-provisioning of resources – users may introduce

additional systems, i.e. processing capability, soft-

ware, storage space and network resources [6];

• lower cost – cloud models have low upfront IT invest-

ment, and modular IT architecture. No infrastructure

on the client side is required.

2. Security Issues in Cloud Environment

Cloud environment may be an easy target for hackers and

organizations due to system availability and third-parity

data usage. Moreover, user must protect the infrastruc-

ture by using safe connection to the cloud. Therefore,

not every aspect of system security is fully controlled by

cloud environment. The service provider have to deliver the
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authentication and authorization techniques. Individuals

may be assigned to different levels of privileges or may

act together sharing the resources. Data and services in

the clouds may be affected by numbers of attacks from dis-

tributed denial of service, phishing, data loss or leakage,

unauthorized sharing of the technology and the abuse of

the resources [6]. The security objectives are a key factor

for decisions about choosing the cloud vendor. Nowadays,

a lot of outsourcing information techniques, services and

applications, and other resources has to be located inside

a cloud computing environment, due to data size, speed

and diversification. The user of the data benefits from pro-

cedures implemented inside the cloud. These may include

given tools for authorization, authentication or data security

support technique.

Cloud platform offers Infrastructure as a Service (IaaS),

Platform as a service (PaaS) and Software as a service

(SaaS). All three service models may be a target for the

threats [7].

Infrastructure Security at the network level requires:

• ensuring the confidentiality and integrity of user data

in transit to and from public cloud provider,

• ensuring proper access control (authentication, au-

thorization, and auditing) to resources,

• ensuring the availability of the Internet resources in

a public cloud that are being used by user or have

been assigned to user by cloud provider [6].

The proposed scheme may be used in two first above levels.

Infrastructure security at the host level requires:

• for PaaS and SaaS models – hiding the host operating

system from end users,

• the abstraction layer is not visible to users and is

available only to the developers,

• host security responsibilities in SaaS and PaaS ser-

vices are transferred to the cloud model [6].

The proposed scheme fulfills above requirements.

The data in cloud models should be treated deferentially

according their status: data in transit, data at rest, data

being processed. Additionally, multitenancy, data lineage,

data provenance, data remanence have to be considered.

Data in transit should be encrypted during transfer to and

from a cloud provider. Encrypting data at rest is strongly

suggested. Data lineage is important for an auditor’s as-

surance. Integrity of data ensures that data has not been

changed in an unauthorized manner or by an unauthorized

person. Provenance means that the data is computationally

accurate. Data remanence refers to the policy of treating

data that are not used, not actual or has been erased by

user from his applications [6]. In the proposed scheme

data in transit are treated differently from data in rest, data

lineage is strictly defined, processing of the data and data

provenance are supported only by cloud software. Data re-

manence depends on both: user and cloud infrastructure.

Data at rest stored for a long time inside cloud infrastruc-

ture should be encrypted using strong cryptography.

3. OpenStack Software

OpenStack is a cloud operating system that enables com-

puting, storing, and networking resources [8]. It is open-

source software for IaaS. Managing the IT infrastructure

for the proposed algorithm was possible by using commu-

nication interface. Virtualized resources were used for cal-

culating the results. They were available by prepared GUI

environment. It consisted Compute (Nova service) module

responsible for arranging, managing and providing virtual

machines. Prepared working environment provided mas-

sively scalable, on demand access to computing resources.

Object Store (Swift service) was used for managing storage

system and Image Service (Glance service) was responsible

for uploading and discovering data. Services were manage-

able from Horizon dashboard.

4. RSA Cryptosystem

RSA (proposed by Ron Rivest, Adi Shamir and Leonard

Adleman [9]) is the public key algorithm for encrypting

and decrypting the data. Encryption enables the communi-

cation to be private. Each message is encrypted before

transmitting it to the receiver. The receiver knows the

proper function to obtain the original message. Only the

authorized user can have an access to the data stored. RSA

algorithm may be used also for digital signatures evalu-

ating [10]. Every plain text written in natural language is

mapped into integer number and encrypted using arithmetic

algorithm that proceeds on big numbers. RSA algorithm

involves three stages:

• Key generation starts from choosing two different

large random prime numbers p and q. Then, cal-

culating n = ∗pq the modulus for the public key and

the private keys. Next step is to calculate the totient:

φ(n) = (p−1)(q−1). After that one have to choose

an integer e such that 1 < e < φ(n) and e, is co-prime

to e, i.e.: e, and φ(n) share no factors other than 1;

gcd(e,φ(n)) = 1. The public key is made of the mod-

ulus n and the public exponent e. The private key is

made of the modulus n and the private exponent d,

which must be kept secret;

• To encrypt the message M for particular receiver

the sender is using public key of receiver. First the

sender turns M into a number m (smaller than n)

by using a reversible protocol known as a padding

scheme [11]. He then computes the cipher text c:

c = me mod n ; (1)

• The receiver can recover m, from c, by using his

private key d:

m = cd mod n . (2)

Given m one can recover the original message M by

applying the reverse padding scheme.
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It is currently recommended that n should be 1024 or

2048 bits long [12]. The RSA algorithm is used for example

as a part of security system inside Google Cloud [13], [14],

and in many handshaking protocols in the Transport Layer

Security (TLS) [15].

5. Proposed Cloud-aided Group RSA

Scheme

Proposed cloud-aided group RSA scheme is based on the

procedure [16]. Additional stage was added to secure the

first step of the algorithm before data are send to the cloud

computing center. Moreover, proposed algorithm enables

sending not only the single message (as in [16]) but the

message may be composed from different parts coming

from different senders. Proposed algorithm was designed

for two separate data centers. Separating responsibilities

increased the security of the cloud infrastructure itself.

Furthermore, it made controlling the users privileges much

easier.

n

n

n

Sender’s private

keys (n, d )i

Receiver public
key (n, e) Receiver

private
key

Sender public

key (n, e )i

(n, d)

Cloud data collection/storage center

Fig. 2. Key preparation during stage 0.

5.1. Stage 0 – Organizing Infrastructure

Let’s assume that a group of users (called senders)

S1, S2, . . . ,ST is sharing the same file or data in the cloud

infrastructure. They may modify and send it to receiver cho-

sen from outside this group. All parts are gathered to por-

tion of data called a message m in the cloud environment so

that the receiver R may retrieve it on demand. The message

is stored in the cloud storage center (CSC) in the encrypted

form. Four actors are considered: group of senders, cloud

data collection center (CDCC), cloud data storage center

(CDSC), receiver of the data. The group of senders con-

tacts only with CDCC, receiver only with CDSC. CDCC

and CDSC are contacting each other (Fig. 2).

5.2. Stage 1 – Key Preparation and Data Gathering

The receiver generates his RSA private key (d,n) and pub-

lic RSA key (e,n) and sends public RSA key to the CDSC.

The CDSC sends to CDCC parameters n and e. CDCC

sends parameter n to each sender. Each sender i =

1, 2, . . . , T generates the own private RSA key (di,n), and

public RSA key (e
,

n). Then he sends public RSA key to the

CDCC. Only the public keys are transferred. Then, sending

decrypted data to CDCC is made. To do so, each sender is

passing his part mi of the message m = m1 ∗m2 ∗ · · · ∗mT .

He generates new random number ai such that a < n

and computes bi = (mi ∗ ai)
di mod n. Then he sends bi

to CDCC. Additionally a0 = a1 ∗ a2 ∗ · · · ∗ aT mod n is

added. In case only one member is sending his message,

all the ai but his are set to 1 (Fig. 3).

Sender’s private keys (n, d )i

Receiver public
key (n, e)

(n, d)

ai

a0

bi

bTb1

mi

b2
...

Fig. 3. Gathering messages from recipients inside CDCC during

stage 1.

5.3. Stage 2 – Processing Data in CDCC

CDCC applies public key of each sender ei to proper part

of data and then applies public key of the receiver e:

v0 = a0
e
, (3)

vi = (b
ei
i )

e mod n = , (4)
(

(mi ∗ ai)
di∗ei

)e
mod n = (mi ∗ ai)

e mod n . (5)

After that stage, data are composed into V =

(v0,v1,v2, . . . ,vT ) vector. Then this vector is permuted by

using random permutation P: Vperm = (v′0,v
′

1,v
′

2, . . . ,v
′

T ).

Vector Vperm is sent to CDSC. The data from the group

of senders is located in CDSC (Fig. 4).

Vperm

Sender’s private keys (n, d )i

Receiver public
key (n, e) (n, d)

ai

mi

V

Cloud data collection center

Fig. 4. Mixing messages from recipients inside CDCC into single

message during stage 2.

5.4. Stage 3 – Processing Data in CDSC

CDSC applies inverse permutation P−1 to Vperm, obtaining

V = (v0,v2, . . . ,vT ) vector. Then computes:
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c = (v1 ∗ · · · ∗ vT )∗ v0
−1 mod n = , (6)

(m1 ∗m2 ∗ · · · ∗mT )
e mod n = , (7)

me mod n . (8)

This value is stored until the receiver would like to retrieve

it (Fig. 5).

c

Vperm

Sender’s private keys (n, d )i

Receiver public
key (n, e)

(n, d)

ai

mi

Cloud data storage center

Fig. 5. Storing data inside CDSC in the form of single message

during stage 3.

5.5. Stage 4 – Downloading Decrypted Data to CDSC

and Encryption by Receiver

Receiver uses his own private key d to calculate:

m = cd mod n = (me
)

d mod n = m mod n . (9)

Given m one can recover the original message M by using

reverse padding scheme.

c

Sender’s private keys (n, d )i

Receiver public key (n, e)

(n, d)

ai

mi

Cloud data storage center

m

Fig. 6. Retrieving message from CDCC and encryption during

stage 4.

Data is more vulnerable to unauthorized modification or

appropriation when it is in storage than it is being pro-

cessed. This is the reason, why the strongest RSA keys

should be applied during stages 2 and 3. It also moves

storage afford the data into cloud environment. Masks

a1, a2, . . . , aT are different for each message. There is no

need for generating new RSA key for every single message.

Using the masks, the true message mi is indistinguishably

from empty message mi during sending stage 1. If partic-

ular sender is not generating his part computational afford

is low, because masks may be much smaller then messages.

The group is invisible to the receiver. The receiver does not

know who from the group had sent the particular part of

the message or even that the message was composed from

parts (Fig. 6).

6. Experimental Results in Java 8

Environment and OpenStack

Software

CDCC operation were calculated using several units of PCs

connected into one network. Such a solution enables gath-

ering the data from users by independent units. Addition-

ally, the units were used as direct way of the data upload-

ing. The uploading the data for lean clients was made by

Web browser application running on each unit. Cloud data

storage operations were performed using single OpenStack

instance [17].

Java 8 environment was chosen for three main reasons.

Firstly, for the convenience of the security package. Sec-

ondly, for the possibility of usage the BigInteger library

that was necessary for computing on such large numbers.

Finally, Java 8 provided secure pseudo-random number gen-

erator for calculating e, p and q values.

The RSA part of the scheme was implemented using the

following Java 8 classes, methods and interfaces from Java

security package:

• Key – interface models the base characteristics for

the keys,

• KeyFactory – key factories are used to convert keys

into key specifications (transparent representations of

the underlying key,

• KeyPair – serves as a container for public and private

keys,

• KeyPairGenerator – a class used to generate key-pairs

for a security algorithm,

• GeneratePrivate – method generating a private key

from the provided key specification,

• GeneratePublic – method generating a public key

from the provided key specification,

• Interface KeySpec – transparent specification of the

key that sets a cryptographic key. If the key is stored

on a hardware device, its specification may contain

information that helps identify the key on the de-

vice [18].

To generate the keys from the Key Factory the following

Java 8 code was implemented:
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KeyPairGenerator key_par_gen =

KeyPairGenerator. getInstance ("RSA ");

key_par_gen .initialize (2048);

KeyPair kp =

key_par_gen .genKeyPair ();

PublicKey publicKey =

key_par . getPublic ();

PrivateKey privateKey =

key_par . getPrivate ();

KeyFactory factory_rsa =

KeyFactory . getInstance ("RSA ");

RSAPublicKeySpec pub =

factory_rsa .getKeySpec

(publicKey , RSAPublicKeySpec.class );

RSAPrivateKeySpec priv = factory_rsa .

getKeySpec

(privateKey , RSAPrivateKeySpec.class );

To retrieve the values of the key the following Java 8 code

was proposed:

BigInteger

n = ( BigInteger )

object_input_stream.readObject ();

BigInteger

e = ( BigInteger )

object_input_stream.readObject ();

KeyFactory factory_rsa =

KeyFactory .getInstance (‘‘RSA ");

if ( keyFileName . startsWith (‘‘ public "))

return factory_rsa .

generatePublic

(new RSAPublicKeySpec(n, e));

else

return factory_rsa .

generatePrivate

(new RSAPrivateKeySpec(n, d));

Public class called Cipher was used to encrypt and decrypt

the messages during stage 1 [19].

• javax.crypto.Cipher – class provides encryption and

decryption;

• javax.crypto.CipherInputStream – constructs a Ci-

pherInputStream from an InputStream and a cipher;

• javax.crypto.CipherOutputStream – constructs a Ci-

pherOutputStream from an OutputStream and a ci-

pher.

Keys were stored using secured disk space. There were

retrieved on demand when new instance of RSA algorithm

was created:

Key public_Key =

readKeyFromFile(" public .key ");

Cipher cipher =

Cipher .getInstance ("RSA ");

cipher .init

(Cipher .ENCRYPT_MODE , public_Key );

Key private_Key =

readKeyFromFile(" private .key ");

Cipher cipher =

Cipher . getInstance ("RSA ");

cipher .init

(Cipher .DECRYPT_MODE , private_Key );

7. Numerical Tests

Two physically separated data centers were used. Cloud

data collection center was located in Institute of Computer

Science at Cracow University of Technology in Poland, and

Cloud data storage center was located in Cloud Competency

Center at National College of Ireland [20].

Cloud data collection center consisted of 28 units of

the same characteristic: AMD FX-6300 6-cores processor,

2 GHz, cache size 2048 KB, Windows 8.1 Enterprise or

Linux Fedora rel. 22. This solution enables uploading the

data remotely using Web application and mobile phones or

tablets. Additionally 28 users may upload their data in the

same time personally while sitting in front of the units. The

CDCC used Java 8 Web application, described in Section 5.

The CDSC was working under OpenStack software. Sin-

gle instance was used. The OpenStack instance m1.large

was configured as follows: RAM 8 GB, 4 VCPU, 80 GB

HDD [21], with Ubuntu operating system and OpenSSL

library [22]. The experimental server specified in [23] was

used. The characteristics of the virtual machine used for

calculation were: OpenStack Nova system, memory 96 KB

BIOS, processor Intel Xeon E312xx (Sandy Bridge), 8 GB

system memory. The decryption was made by data storage

center on users demand. The data was sent to the end user

via secure channel.

Table 1

Mean encryption time in CDCC, data file size 10 MB

Key length 1024 bit 2048 bit

Real time 1 m 56.112 s 2 m 25.334 s

User time 1 m 17.357 s 2 m 21.434 s

System time 1 m 14.711 s 2 m 20.724 s

Table 2

Mean decryption time in CDSC OpenStack instance,

data file size 10 MB

Key length 1024 bit 2048 bit

Real time 0 m 31.484 s 0 m 45.572 s

User time 0 m 25.984 s 0 m 37.245 s

System time 0 m 26.226 s 0 m 40.378 s

According to the recommendation for key manage-

ment [24], secure 1024 or 2048 bit keys were used. The

chosen results of experiments are presented in Tables 1

and 2.

It was found profitable to proceed long messages in chunks.

Chunks were generated by dividing the message into equal

parts. Specified number of bits was considered. Chunks

was coded and decoded in parallel mode. The time of

calculation is highly dependable on the busyness of the

computational unit. That is why, mean encryption time in

CDCC unit is presented.
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It was stated that enlarging key length from 1024 to 2048

bits resulted in computational time increasing about:

• 34% for Data Collection Unit real time,

• 30% for OpenStack instance real time.

Instead of multiplication of fragmentary messages other op-

erations may be performed, then equivalent methods for

generating a0 have to be adopted.

8. Conclusions and Future

Development

Proposed RSA based security system enables the group of

users sending the single message to the cloud environment.

Inside cloud environment data are stored encrypted by RSA

algorithm. Receiver of the data is able to encrypt the mes-

sage retrieved from the cloud environment on demand, re-

gardless when message was send. Two different separate

RSA systems are used according to the computing capabil-

ities. Simple, computationally non-demanding procedure

was proposed for a thin client in the form of masking.

Parallel computations using strong secure keys were incor-

porated for cloud environment. The RSA key generating

and masking the message was proposed for each sender.

Such a procedure enabled treating data at rest and data be-

ing processed in a different way, according to the security

requirements. It also allowed minimizing computational

afford on the user’s side and using the benefits of cloud

computing security infrastructure.

Separating senders from receivers allowed dividing thin

and not secured clients from data store center. Grouping

senders and receivers in different location simplified the

management of users’ rights and privileges.

Additionally, encrypting the gathered message inside the

cloud environment enables to hide the group from the re-

ceiver. Such a scheme may be used during electronic vot-

ing, electronic reviewing, and team working on the same

document. Decryption the message by the receiver using

his private RSA key ensures that if the private key was kept

secret no one but receiver could read the massage stored

inside cloud environment.

Future development of research is planned. The investi-

gation on the influence of differed OpenStack instances

types is considered. Also, exploring more advanced meth-

ods for lean clients. The masking method is planned to

be replaced by fragmenting and mixing the message. Fur-

ther investigation on increasing computational efficiency is

necessary.
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Abstract—Honeypot still plays an important role in network

security, especially in analyzing attack type and defining at-

tacker patterns. Previous research has mainly focused on de-

tecting attack pattern while categorization of type has not yet

been-comprehensively discussed. Nowadays, the web applica-

tion is the most common and popular way for users to gather

information, but it also invites attackers to assault the system.

Therefore, deployment of a web honeypot is important and its

forensic analysis is urgently required. In this paper, authors

propose attack type analysis from web honeypot log for foren-

sic purposes. Every log is represented as a vertex in a graph.

Then a custom agglomerative clustering to categorize attack

type based on PHP-IDS rules is deployed. A visualization

of large graphs is also provided since the actual logs contain

tens of thousands of rows of records. The experimental results

show that the proposed model can help forensic investigators

examine a web honeypot log more precisely.

Keywords—access log, attack type, graph agglomerative cluster-

ing, visualization of large graphs.

1. Introduction

A honeypot is a system that lets attackers hack into it

and records all activities so that their behavior can be ob-

served [1]. There are several types of honeypots based on

various services for example web, SSH, database, and net-

work traffic or using the level of interaction or the responses

given to the attacker, i.e. low, medium, and high [1]. The

use of honeypots for forensic analysis was first developed in

2002 [2]. The researchers proposed a new forensic model

and two architectures for honeypots, serial and parallel.

In [3] the researcher tried to find the root cause of attack

in a honeypot and the association rules were deployed to

detect suspicious activity.

Forensic analysis can be conducted of both network traf-

fic [4] and the compromised host [5] to get more detailed

information from honeypot logs. More advanced tech-

niques to review honeypot capabilities were introduced by

using file system journaling [6]. It provided deeper anal-

ysis through file system abstraction to achieve meta data

archiving. Forensic investigators are also able to generate

attack statistics reports from honeypot deployment as ob-

served in [7], [8]. Riebach et al. provided a case study of

honeypot deployment to support forensic analysis and gave

more attention to worm activities and classical multi-phase

attack [9].

The investigation can be conducted in real time, usually

called live forensic, as designed in [10] and the author fo-

cused on HTTP, FTP, POP3, and telnet protocols. Virtu-

alization technology, cheaper than physical infrastructure

could be used to deploy honeypots and supply real time

forensics [11]. Attacker pattern was deeply investigated

in [12] by clustering technique and time series analysis.

The honeypot could be used for army of zombies detec-

tion [13]. They supplied an accurate observation of a bot-

net attack from honeypot trace. The other study of network

forensics based on honeypot has been comprehensively de-

scribed in [14]. They provided a survey, comparison, and

future directions for this research area. Another work to

provide honeypot for production mode of web application

has been proposed by Pohl et al. since most honeypots

only provide service in a non-productive environment [15].

The implementation of many honeypot platforms is also

presented in [16]. However, these previous works still have

not provided any interactive, collaborative, or real tools to

model and visualize a web honeypot log.

Valli presented a visualization of honeypot data based on

graph theory using Graphviz library and exploited After-

Glow for generating link graphs [17]. However, it could

not provide interactive display for forensic investigators al-

though could give large graph visualization. A recent study

by Cabaj gives a graph visualization to assist in data analy-

sis generated by honeypots [18]. The paper described visu-

alization of the Honeypot Management System (HPMS) de-

ployed at Institute of Computer Science, Warsaw University

of Technology, but unfortunately this work only handled an

attack to phpMyAdmin.

In this paper, a model for web honeypot logs based on graph

theory is proposed. The authors will adopt the graph model

to represent a log, and clustering technique will be deployed

to analyze attacks for forensic purposes. The forensic in-

vestigation will be covered, which needs to know the origin

and the type of penetration, e.g., cross site scripting or re-

mote file inclusion. The visualization of proposed method

will relax the one proposed by Cabaj [18].

The rest of this paper is organized as follows. Section 2

briefly describes the proposed log model based on graph

theory, rule-based attack detection technique, and visual-

ization of generated large graph. Section 3 explains ex-

perimental results and its analysis. Finally, conclusion and

future works are discussed in Section 4.

2. Proposed Method

2.1. Graph-based Agglomerative Cluster

The main evidence for forensic analysis is the raw access

log containing every request to the web honeypot. This
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artifact was provided by Honeynet Project [19]. Authors

then define graph G = (V,E) to represent all access logs,

propose custom agglomerative clustering on the set of ver-

tices V , and generate edges E during the clustering process.

The similarity measurement for clustering is used based

on the node’s attributes value, i.e., attack type, attacker’s

IP address, origin city and country. This gives an exact

similarity since these properties are standardized for all

vertices. Therefore, there are six levels of hierarchy in the

resulting cluster, i.e., one level for leaf vertex representing

the raw request and five upper-levels of intermediate nodes,

which represent cluster root of attack type, IP address, city,

country, and top-level cluster of the main graph used for

overall forensic analysis. Cluster C as a subgraph of G is

defined as:

C =

{

Cli |C ⊂G, l = 0,1, . . . 5 and i = 0,1, . . . , p
}

, (1)

where l is level of hierarchy and p is a set of the total

number of clusters in specific level l as shown in Fig. 1 and

every level is represented by a different color. Meanwhile,

the node size also depicts level in graph – the deeper the

level, the smaller its size.

level 5
level 4
level 3
level 2
level 1
level 0

Fig. 1. Illustration of hierarchy level in proposed method. (See

color pictures online at www.nit.eu/publications/journal-jtit)

In addition, by Vl j
the set of vertices of G in cluster level l

is denoted:

V = {v0 j
,v1 j

, . . . ,vlm} , (2)

where j = 0,1, . . . ,m and m is the total number of logs

plus intermediate nodes created during clustering in level l.

These vertices store every record and its attributes including

id, attacker’s remote address, time stamp, raw request, re-

ferrer, user agent, origin city and country, attack type and

its description. Thus, some flags are also maintained as

node’s attributes in order to handle the clustering process,

i.e., is attackroot, is iproot, is cityroot, is countryroot, and

is mainroot. These flags also distinguish whether or not

a vertex is a root of a particular cluster.

Furthermore, there are six types of edges based on cluster

level, El . These edges connect vertices to the intermediate

node in each cluster and are defined as follows:

E = {E0k
,E1k

, . . . ,Eln} (3)

where k = 0,1, . . . ,n and n is total number of cluster Cli .

For each Elk , one can see an edge as a tuple consisting of

a vertex and its connected cluster root:

Elk = {(v0 j
,R0i

),(v1 j
,R1i

), . . . , (vl j
,Rli)} , (4)

where variable i, j, and l have been described in previous

equations.

Before creating edges E , all of the vertices based on IP

address and attack type attributes are clustered. For each

cluster, the procedure creates one vertex as an intermediate

node acting as cluster root R. In other words, all vertices

except vm are an intermediate node. Formally,

R = V \ {vx j
}, x = 0,1, . . . , m−1 . (5)

After that, every vertex in cluster Cli will have an edge to

the root R
(l−1)i

so that Elk is a set of edges in Cli . The first

created R will act as R4i
, root of cluster by attack type, and

every R4 has an edge to R3, root of cluster by attacker’s IP

address. This step will provide E4 and generates all C4i
and

its R4i
. In this way, investigators can easily examine how

many and what type of attacks were attempted from one IP

address. The illustration of how to cluster vertices based

on attack type and IP address are given in Figs. 2 and 3,

respectively, where the vertices with the same attribute

have the same color. In these figures, only 26 records

consisting of two detected attacks (cross-site scripting

and local file inclusion), seven IP addresses, three cities

(Budapest, Seoul, and Osan), and two countries (Hun-

gary and Korea) from the first file of the Honeynet Project

Cross-Site Scripting (XSS)
none
normal

Local File Inclusion (LFI)

Fig. 2. Cluster by attack type.

193.224.164.47
none

124.0.24.82

81.182.193.240
203.236.3.225
210.94.41.89

59.12.14.25
203.236.3.241

Fig. 3. Cluster by IP address.
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dataset [19] in order to reduce the complexity of visuali-

zation are used.

The clustering continues to agglomerate existing group C3

based on the origin city and then country of attacker. This

geographic information is based on IP address and can be

retrieved using the open GeoIP API module provided by

MaxMind [20] and its Python bindings [21] for easy imple-

mentation. This procedure will produce cluster C2, cluster

by city, and C1, cluster by country. The edges are drawn

from every vertex in C2 and C1 to their respective inter-

mediate root R so that we now have E1 and E2. Figure 4

provides clustering based on city data and the illustration

of cluster by country can be easily inferred from Fig. 4.

All illustrations in this section use the Yifan Hu graph lay-

out [22] implemented in Gephi graph editor [23]. The

more complex graph drawing will be explained in the next

subsection.

Budapest Seoul Osan none

Fig. 4. Cluster by city.

In the last iteration, all separate clusters C1 are connected

to the main root R0, resulting in both sets of edges E0 and

the cluster C0. Through the clustering, each root flag is set

to True according to processed level. This bottom-up ap-

proach provides a complete graph for forensic analysis and

understanding the origin of attacks. The proposed method

also provides a natural hierarchical structure to assist foren-

sic investigators to understand attacker’s behavior.

2.2. Attack Type Detection Using PHP-IDS Rules

The authors match every request log with the PHP-Intrusion

Detection System (PHP-IDS) [24]. PHP-IDS rules cur-

rently contain 78 filters categorized to nine attack types:

cross-site scripting (XSS), SQL injection (SQLi), cross-site

request forgery (CSRF), denial of service (DoS), directory

traversal (DT), spam, information disclosure (ID), remote

file execution (RFE), and local file inclusion (LFI). Orig-

inally, these filters are utilized to check whether or not

a request is suspicious in a PHP-based web application and

it is installed and preconfigured inside the application.

However, instead of using PHP-IDS to detect attack in ante

mortem conditions, the rules to assist forensic investiga-

tors are adopted, when examining the type of attack in post

mortem fashion. PHP-IDS filters contain a sequence of reg-

ular expression (regex), which is developed and maintained

periodically by the community. The examples of PHP-IDS

filters are given in Table 1 [24].

Table 1

Example of PHP-IDS filters

No. Filter and description Tag

1

(?:%u(?:ff|00|e\d)\w\w)|

XSS
(?:(?:%(?:e\w|c[^3\W]|))(?:%\w\w)(?:%\w\w)?)

Detects halfwidth/fullwidth encoded unicode HTML

breaking attempts

2

(?:(?:[;]+|(<[?%](?:php)?)).*[^\w]

RFE

(?:echo|print|print_r|var_dump|[fp]open))|

(?:;\s*rm\s+-\w+\s+)|(?:;.*{.*\$\w+\s*=)|

(?:\$\w+\s*\[\]\s*=\s*)

Detects code injection attempts

3

(?:%c0%ae\/)|(?:(?:\/|\\)(home|conf|usr|etc|

LFI

proc|opt|s?bin|local|dev|tmp|kern|[br]oot|sys|

system|windows|winnt|program|%[a-z_-]{3,}%)

(?:\/|\\))|(?:(?:\/|\\)inetpub|

localstart\.asp|boot\.ini)

Detects specific directory and path traversal

To implement the filters in test environment, an Apache

Scalp, a Python implementation of PHP-IDS [25] updated

using the newest PHP-IDS rules is deployed. Every filter

can be attached to one or more attack types (tag) but only

the first-found one using non-exhaustive mode in Apache

Scalp is included. The procedure first parses the raw re-

quest, detects the HTTP method used, and then compares

the request line to every regular expression in predefined

filters. It returns the attack type for each attacker request

to the web honeypot server.

2.3. Large Graph Visualization for Attack Type Analysis

The authors use Gephi [23] as graph editor and

OpenOrd [26] as large graph layout since there are tens

of thousands of logs to process and the existing typical lay-

out can not well visualize large graph generated. Previous

visualization by Cabaj [18] only displays a small portion

of the attack where the vertices represent attacker, malware

filename, and malware server. The display only showed

a small part of the graph so the investigator may not see

the entire attack attempts.

Presented work improves upon the one from [18] where

the visualization is created as a tool to help forensic in-

vestigators inspect the attack type and the attacker location

comprehensively using a large graph layout. An example

of overall graph is shown in Fig. 5 where each color repre-

sents an attacks type: cross-site scripting (light green), re-

mote file execution (purple), and local file inclusion (dark

green) [19]. Normal means the request is not malicious

and None is for an intermediate node for clustering. One

can see in Fig. 5 that this visualization model will easily

help the investigator to view, check, and analyze both nor-

mal requests and attempted attacks to the web honeypot as

a whole. One can not clearly see the local file inclusion

attack since it has only a very small number compared to

overall records.
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normal

Cross-Site Scripting (XSS)

Remote File Execution (RFE) none

Local File Inclusion (LFI)

Fig. 5. Generated graph G from Honeynet Project dataset.

To enable the collaboration and interactive graph, the net-

work graph from Gephi to Sigma.js was exported and

hosted it a in Sigma.js server so that the investigator can

access this visualization using a web interface. Sigma.js is

a JavaScript library based on Node.js that is specially de-

signed for interactive graph drawing [27]. The interactive

mode means that the user is provided with a clickable ver-

tex and cluster of vertices. This technique completes the

analysis provided by large graph visualization with detailed

examination of each request by displaying more detailed in-

formation when a node is clicked.

3. Experimental Results

The dataset used in this experiment is taken from the

Honeynet Project [19], which is a real-life log from

honeypot deployed in 2006. The complete dataset con-

tains all logs in the /var/log directory from Linux Fedora

operating system. As the authors focused on web honeypot,

only the access log file from /var/log/httpd has been taken

into account. There are 32 access log files consisting of

31 archives and one recent log containing 14,398 lines of

raw requests, and we examined only the last one. Every

line in the log file will be parsed and each entity becomes

vertex’s attributes as described in Subsection 2.1.

To manage and implement the graph, the Python-

igraph [28] was used since it is fast, community-supported,

and open source. It is also designed for efficiency, porta-

bility, and deployment-friendly. Apache Scalp [25] is em-

ployed to detect attack type in every request log.

The output from graph implementation using Python-igraph

is a GraphML file, a XML-based format for graphs. This

file is processed using Gephi to add color and provide clear

and precise layout. The processed graph is then exported to

Sigma.js code using Sigma.js exporter plugin in Gephi [29]

and the resulting network is configured in Sigma.js server.

This action will enable collaborative and interactive visual-

ization between forensic investigators using web-based in-

terface.

The graph G produced from Subsection 2.1 (Fig. 5), which

is exported to Sigma.js server, is depicted in Fig. 6. When

an investigator clicks a vertex, this tool will show de-

tailed information about all attributes. It can be zoomed

and slid smoothly to view the node accurately as shown

in Fig. 7.

Fig. 6. Large graph visualization in Sigma.js web interface.

Fig. 7. The display when investigator clicks the root of attack

type cluster.

There are three attack types detected in this dataset: 14.66%

cross-site scripting (XSS), remote file execution (RFE)

with 11.64%, local file inclusion (LFI) with 0.13%, and

the normal request account of 65.83%. Table 2 depicts the

examples of detected requests based on every PHP-IDS fil-

ter shown in Table 1. In the first example, the attacker tried

to run a script while in the second one he executed a remote

script that was previously downloaded using wget com-

mand. The last example shows that the attacker attempts

to run an unauthorized file in local directory.
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Table 2

Example of detected malicious requests

No. Raw request Attack

1

193.224.164.47 - - [27/Feb/2006:03:01:23

XSS
-0500] "GET /scripts/..%%35c../winnt/

system32/cmd.exe?/c+dir HTTP/1.0" 400

297 "-" "-"

2

62.175.253.180 - - [22/Jan/2006:08:28:17

RFE

-0500] "GET /awstats/awstats.pl?configdir=|

echo;echo%20YYY;cd%20%2ftmp%3bwget%20209

%2e136%2e48%2e69%2fmirela%3bchmod%20%2bx

%20mirela%3b%2e%2fmirela;echo%20YYY;echo|

HTTP/1.1" 404 296 "-" "Mozilla/4.0

(compatible; MSIE 6.0; Windows NT 5.1;)"

3

218.26.222.13 - - [07/Feb/2006:01:36:28

LFI-0500] "GET /c/winnt/system32/cmd.exe?/

c+dir HTTP/1.0" 404 293 "-" "-"

Table 3

Top five countries and their cities for each attack type

No. Attack type Country City Count

1 Cross-Site Scripting (XSS)

n/a n/a 1497

US Amana 138

US Livingston 120

DE Berlin 108

US Pleasanton 84

2 Remote File Execution (RFE)

n/a n/a 753

CN Beijing 245

US Dallas 99

FR Bischheim 74

US Saint Louis 60

3 Local File Inclusion (LFI)

n/a n/a 4

CN Harbin 2

CN Jinan 2

HU Budapest 2

US Schaumburg 2

List of countries: US – United States, DE – Germany, CN – China,
FR – France, HU – Hungary.

Table 4

Top ten attacker’s IP addresses

No. IP address Attack type Count

1 64.6.73.199 Cross-Site Scripting 138

2 81.114.87.11 Cross-Site Scripting 138

3 80.55.248.206 Cross-Site Scripting 132

4 200.99.135.130 Cross-Site Scripting 120

5 209.137.246.36 Cross-Site Scripting 120

6 211.99.203.228 Remote File Execution 120

7 64.214.80.6 Cross-Site Scripting 108

8 82.127.23.55 Cross-Site Scripting 108

9 85.214.20.161 Cross-Site Scripting 108

10 82.177.96.6 Remote File Execution 107

Table 3 shows the top five countries and their respec-

tive cities for each attack type while Table 4 lists the top

10 attacker’s IP addresses. One can see that there are

very high “n/a” values in Table 3 since the free and open

source version of GeoIP API is used [20] and the pro-

vided data are not as complete as in the paid one. As

stated in Table 3, the most frequently detected IP address

(64.6.73.199) attempted an XSS attack as shown in Table 4.

The remote file inclusion attacks are also included in the

top ten IP addresses while there is no local file inclusion

since it only has a very small number of attempts from the

whole dataset.

4. Conclusions and Future Works

In this paper, a graph-based forensic analysis have been im-

plemented to examine an access log from a web honeypot.

The proposed method employs an agglomerative clustering

to group every record and to model them as an undirected

graph. The clustering has some levels based on node’s at-

tributes, i.e., attack type, attacker IP address, and attacker’s

origin city and country. Every log is checked for its mali-

ciousness, then visualized using a large graph layout, and

then accessed using a web browser. These procedures will

help forensic investigators to examine logs to work interac-

tively and collaboratively with others.

In the future, authors plan to include more access logs

archived in /var/log/httpd. This strategy will enable the in-

vestigator to comprehensively analyze through the last pe-

riod of log rotation (the most common time frame is one

month). The Sigma.js web interface will be improved to

view a specific range of time, although it still displays

a large graph generated from thousands of logs. In ad-

dition, the proposed method can be extended to become

live forensic analysis of a web honeypot or typical web

application by reading and parsing the access log peri-

odically. This approach provides administrators real-time

monitoring and reports if there are any attack attempts to

their system. In relation to the types of offensive activity,

the system will be enhanced with OWASP ModSecurity

Rules [30] which contains more complete rules since it is

actually a web application firewall but that can be utilized

in a forensic manner. To increase the reliability of the pro-

posed technique, authors also plan to implement a graph

database such as Neo4j or Titan (natively distributed one)

to make analyzed logs become persistent and able to be

queried any time.
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Abstract—Needless to say that telecommunications’ operators

are showing increasing interests toward solving the dilemma

of optimizing network resources while offering state-of-the-art

quality of service. Recently, operators have shown an increas-

ing interest to investigate solutions for better control on net-

work utilization, service usage and monetization. They also

noticed a significant growth in Diameter signaling and more

specifically in signaling related to policy management. A mas-

sive introduction of Voice over LTE (VoLTE) service will have

a significant impact on the systems handling policy signaling,

as VoLTE will reshape the landscape of Long Term Evolution

(LTE) policies and completely change the way policy man-

agement works. However, this massive approach is meant to

provide significant competitive advantages for operators of-

fering LTE services and still require circuit-switched network

to provide voice service. The biggest challenge for those op-

erators is to find an appropriate solution, scalable enough

to handle the unpredictable growth of Diameter signaling. In

this paper, a model, based on Network Function Virtualization

(NFV) technology is proposed, able to address the challenges

of massively introducing VoLTE, without impacting existing

services and without jeopardizing current revenues. In pre-

sented approach, the standard VoLTE call flows, referenced

user’s behavior and latest experiments’ results on NFV tech-

nology are used.

Keywords—NFV, policy diameter signaling, policy management,

VoLTE.

1. Introduction

Maintaining the profitability of services and keeping a high

level of customer satisfaction is becoming a challenging sit-

uation after the drastic growth in data services. The inten-

sive deployments of LTE networks and the high penetration

of smart phones are the major drivers for such growth.

Many research studies have shown that telcos will soon

reach an “end-of-profit” point if they do not find appropriate

solutions to sustain their profit margin [1]. As the cost

of the required network expansions to handle this growth

increases faster than the generated profit. Consequently, the

focus of operators is put on policy management signaling

to sustain the profitability of their business and efficiently

control the infrastructure.

A wide range of research studies treated the topic of han-

dling the growth of data services [2], [3]. However, litera-

ture addressing the scalability issue of the systems handling

the signaling associated with those services is difficult to

find. In contrast to existing literature, the research aims

to investigate the challenges faced by LTE operators while

managing the LTE Diameter signaling, more specifically

those related to the policy management signaling after in-

troducing VoLTE.

This paper is structured as follows. Section 2 highlights the

growth in Diameter signaling policies versus current policy

management systems’ limitations. In Section 3, the bene-

fits and impacts of massive VoLTE introduction are shown.

In Section 4, the challenges of using Network Function

Virtualization (NFV) technology to mitigate the VoLTE in-

troduction impact are studied. Finally, Section 5 concludes

the paper.

2. Growth in Diameter Signaling

Policies Versus Current Policy

Management System Limitation

2.1. Growth of Diameter Signaling

Over the past few years, mobile operators reported a de-

mand shift from voice to data services, and started invest-

ing massively to support the impressive growth in mobile

data traffic. However, most of them have given less inter-

est to the signaling growth. When comparing the global

LTE Diameter signaling growth and the global IP traf-

fic (including mobile data traffic) growth, authors find

that the Diameter signaling grows at a Compound Annual

Growth Rate (CAGR) of 68%, and will surpass the total

global IP traffic by 2019 growing at a CAGR of 23% [4], [5]

(Fig. 1).

The Diameter signaling has considerably increased. The

high LTE network deployment and smartphone penetration,

along with the changing subscribers’ behavior were the key

players in this drastic increase.

Special care should be given to the Diameter signaling vol-

ume growth, as it may overwhelm the mobile operators

existing infrastructures, and jeopardize both the cost fore-

casted for future expansions and the end users’ Quality of

Service (QoS). Mobile operators should study the Diame-
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ter signaling and make their infrastructure ready to deliver

future mobile services, with similar or better quality than

the current one.
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Fig. 1. LTE Diameter signaling and mobile data growth.

In an LTE network, the Diameter signaling traffic is needed

to handle Mobility Management, LTE Broadcast and other

signaling activities such policy management signaling,

required to provide and to handle the LTE services. The

policy management signaling is becoming the dominant

Diameter traffic and will continue its growth (Fig. 2) [4].

As it is gaining more importance and will significantly in-

fluence future services. Operators usually rely on the use of

policies for fair usage and traffic management cases. Mean-

while, they started implementing complex use cases to gen-

erate more revenues, and providing a wider range of service

packages to their end users.
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Fig. 2. Global LTE Diameter signaling by use case.

The policy management signaling growth is impacted by

the mobile plans concerning service policies. Such plans

are the consequence of a significant migration to smart-

phones, which generate approximately 20 times higher sig-

naling and traffic [6]. Nevertheless, authors still believe

that the launch of Voice over LTE service (VoLTE) will

have a crucial impact on the policy management processes

and growth.

2.2. Reasons and Management Challenges of Policy

Signaling Growth

As highlighted earlier, mobile operators are shifting their

investment from a voice-dominant towards a data-dominant

infrastructure. During the voice-dominant period, the rev-

enue growth was proportional to the traffic volume [7].

However, after moving to the data-dominant network, the

data traffic is growing faster than the associated revenues

(Fig. 3) [7]. This results in a gap between traffic and rev-

enue, mainly caused by inadequate pricing for some ser-

vices (e.g. the unlimited data packages), as well as the

fierce competition between operators. Moreover, if oper-

ators continue to equally treat the data packet’s content

and enable all the services by default, Over The Top (OTT)

players will take the lion’s share of the revenue gener-

ated by OTT services, which causes a loss of potential

revenues. If no remedy action is taken by operators, they

might reach an “end of profit” point, as highlighted in many

studies [1], [8].
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Traffic
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Revenue and traffic
de-coupled

Fig. 3. Coupling of traffic and revenue in mobile networks.

This is to say that operators need techniques to decouple

network costs from traffic growth, by monitoring, manag-

ing and charging accurately different types of data services.

These techniques should also include the control of user’s

usage, and should have the ability to tackle abuses in con-

suming network resources. In parallel, these techniques

could provide a big support to operators, if they offer the

possibility to limit the congestion and enhance the QoS,

without any need for capacity expansion. Operators should

also investigate ways of increasing subscribers’ loyalty, ser-

vice uptake, and practices that can maximize the revenue

even from casual consumers.

The 3rd Generation Partnership Project (3GPP), had the

foresight to address these challenges and introduced the net-

work Policy and Charging Rules Function (PCRF) and Pol-

icy and Charging Enforcement Function (PCEF), responsi-

ble for the management of network QoS, and policy and

charging management solutions [9].

Most of the operators start taking control of their network

by applying fair usage and traffic management policies,

enabled by the PCRF and PCEF functions. However, to

achieve the enhanced services’ control, charging and qual-
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ity, operators ended up implementing huge number of com-

plex policies [4]. Proper policies and QoS strategies result

in taking back the control over the traffic consumption and

charging. Nevertheless, those strategies have the adverse

effect of significantly increasing the Diameter signaling of

policies, which raises new challenges in managing and ex-

ecuting such policies. Operators look for a centralized pol-

icy decision architecture, which enables easy provisioning

and high integrity of data. However, many operators start

reporting signaling overload after deploying centralized ar-

chitecture as stated in [10].

Undesirably, even after investing and making a robust Pol-

icy Control and Charging (PCC) architecture with a central-

ized policy decision, operators would not be able to fully

utilize this mechanism to efficiently manage traffic growth

and services monetization. The current telecom software

solutions can run only on a proprietary hardware. Scal-

ing the policy architecture might require multiple racks,

full of servers [10]. After exceeding the maximum limit

of one PCRF node capacity, the introduction of a new PCRF

node will need the addition of a Diameter Routing Agent

(DRA), capable of performing binding. To make sure that

all messages associated with a user’s particular IP Connec-

tivity Access Network (IPCAN) session are processed by

the same PCRF node. This increases latency, and adds new

nodes to the infrastructure, resulting in an increase of the

capital and operational expenditures [11].

Operators will absurdly reach a situation, where the imple-

mented solution generates the same problems as the ones

it was designed to solve by impacting the service quality

(caused by latency) and increasing the network cost.

3. Introduction of VoLTE Service:

Benefits and Impacts

3.1. Advantages of Massive Migration to VoLTE Service

Most of the operators are now aware of the challenging

growth of signaling, and start looking for innovative strate-

gies to be implemented in their policy management system

to prevent uncontrolled growth of Diameter signaling. But

few of them took into consideration the impact of intro-

ducing VoLTE service on policy signaling considering the

launch of such a service equivalent to the launch of any

LTE data service.

Around 80 operators, in 47 countries, are investing in

VoLTE deployments [4]. Most of them are still in a small

scale deployment, as they are not yet ready to go for a mas-

sive introduction of VoLTE, and get rid of their legacy net-

work built over several years. Moreover, currently, only

a limited number of handsets are supporting this service.

This adds more constraints on the massive move scenario.

That is why, the impact of VoLTE service on policy system

will not be noticeable at this stage of small migration.

The spectrum bandwidth consumption for a voice call in

LTE network is less than the one in circuit-switched net-

work [6]. Operators can use the spectrum resources in

a more efficient manner, and will have the ability to nearly

double the spectrum capacity with the use of VoLTE ser-

vice [6]. Furthermore, the migration of a fair percentage

of voice load, from legacy networks into LTE, frees up ex-

isting bandwidth. The freed bandwidth can be reused to

increase the capacity of LTE network and paves the way

for technical innovations, focusing in providing very high

data speeds to the end users, such as carrier aggregation

techniques. The suggestion of “mind commerce” in [6]

for a technical case to be made for a massive introduction

of VoLTE might attract many operators, especially those

having limitations in spectrum resources. To achieve that,

operators are making their VoLTE core network, mainly

their IP Multimedia Subsystem (IMS), ready to support

this massive move. The IMS is an all IP control platform

for both fixed and mobile networks, consisting of several

logical functions such as Call Session Control Function

(CSCF) that controls voice sessions and Application Server

(AS) that controls subscribers’ services. Detailed VoLTE

architecture, including nodes and interfaces, is presented

in Fig. 5.

In parallel, handset suppliers are supporting this massive

migration scenario, by driving a rapid erosion of average

selling prices of smartphones. This is likely to accelerate

user migration from basic and feature phones to smart-

phones [12].

3.2. Impact of VoLTE Introduction on the Policy

Management System

Introducing VoLTE in an LTE network will completely

change the way policy management works. Unlike the LTE

data services, where the policy management handles only

one session with PCEF function, the VoLTE needs to corre-

late two sessions, one with the PCEF functions, and another

one with the application functions [11]. For an appropriate

network dimensioning, operators planning to launch VoLTE

service need to ensure that their infrastructure can properly

handle this additional service, by supporting the associated

signaling load and generated traffic. Those signaling and

traffic loads are impacted by not only the number of sub-

scribers, but also by the subscribers’ behavior, their devices,

and the services or applications they invoke.

Recall that the Busy Hour Call Attempts (BHCA) value

is one of the key values used to design and dimension

circuit-switched network [13]. During conducted analysis

of the impact of VoLTE introduction in a LTE network, it

was assumed that the behavior of subscribers using voice

in a circuit-switched network and their BHCA values will

remain the same once they move to VoLTE service.

An LTE subscriber provisioned to use VoLTE service needs

two default bearers, one for voice and another for data.

These default bearers will remain established as long as

the subscriber is attached to LTE network. Besides this,

a dedicated bearer will be established in the case of mobile

originated call and mobile terminated call. This bearer will

be released after the end of the call [14].
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Handling these additional bearers will be the real challenge

that VoLTE service will add to LTE network. Doubling the

use of default bearers will increase the number of Diam-

eter signaling messages required to establish or terminate

these bearers. Furthermore, the control of dedicated bearers

requires a higher number of Diameter signaling messages

comparing to the one used to handle default bearers. Con-

sequently, operators should carefully study the impact of

VoLTE service introduction, and should not consider it as

a normal data service launch.

3.3. A Case Study to Highlight the Impact of VoLTE on

Diameter Signaling

To emphasize the severity of Diameter signaling increase, a

use case was simulated, with a proposed model for VoLTE

subscribers increase (Nv), and another to estimate the fore-

cast of subscribers using LTE data-only (Nd). The proposed

subscribers’ forecast is close to a massive VoLTE migration

scenario.

The average number of Diameter signaling transactions per

second during the busy hour at year x, Stotal(x), generated

by LTE subscribers (VoLTE and LTE data-only) can be

calculated as:

Stotal(x) = aNv(x)+ bNd(x) , (1)

where Nv(x) is the proposed forecast of VoLTE subscribers’

growth at year x, Nd(x) is the forecast of LTE data-only

subscribers growth at year x.

The factors a and b are defined as:

a =

1

3600

[

p2(t2 + t1 + t5 + t6)+ p5t8 +

+ p3(t4 + t9)+ p1(t3 + p4t10)
]

b =

1

3600

[

p2(t1 + t5 + t6 + t7)+ p3t4
]

.

p1, p2, p3, p4 and p5 are parameters used to model the users’

behavior and LTE coverage. Their descriptions, values and

references used to extract those values can be found in

Table 1.

t1,t2,t3,t4,t5,t6,t7,t8,t9 and t10 are parameters representing

the transactions required to handle the default and dedicated

bearers’ activities (i.e. establishment, modification, termi-

nation), between the different LTE core elements (Table 1).

The standard 3GPP call flows is used [15]–[19] to calculate

these values.

The Nv(x) was simulated using an “S” (sigmoid) curve

shape:

Nv(x) =

Smax

1 + e−λ1(x−x0)

,

where Smax,x0 and λ1 are respectively the maximum num-

ber of subscribers, the inflection year (convexity change

in subscriber forecast), and the slope parameter for sub-

scriber forecast. For our case, we use Smax = 20 millions,

x0 = 3 years and λ1 = 2.5, to represent VoLTE subscribers

increase following an “S” curve going from 0 to 20 mil-

lions over 6 years (Table 2). The Smax value is an esti-

mation of number of subscribers, excluding LTE data-only

subscribers, in large operators in Middle East and North

Africa (MENA) by first quarter of year 2021 [20].

The Nd(x) was simulated using the sum of two normal dis-

tributions, N(µ1,σ1) and N(µ2,σ2), to respectively model

the impact of VoLTE introduction on LTE data-only sub-

scribers, and their forecasted growth:

Nd(x) = n1N(µ1,σ1)+ n2N(µ2,σ2) ,

Nd(x) =

n1

σ1

√

2π
e

−(x−µ1)
2

2σ2
1 +

n2

σ2

√

2π
e

−(x−µ2)
2

2σ2
2

,

where n1 and n2 are calculated based on the initial and

target values of LTE data-only subscriber’s growth. In this

case: n1 = 25, n2 = 8, µ1 = 6, µ2 = −0.1, σ1 = 2 and

σ2 = 1.6. These values lead to an evolution of the number

of LTE data-only subscribers’, starting from an initial value

of around 2.05 million subscribers [21], where VoLTE was

not yet launched in large operators in MENA. This initial

value includes subscribers using voice service in circuit-

switched network. Such a number will then decrease until

it reaches the value of 1.5 million after almost three years.

This is justified by the fact that many of those subscribers

will start using VoLTE service instead of circuit-switched

voice. The authors also believe that during the first three

years, the number of LTE data-only migrated to VoLTE

will be higher than the forecasted growth of LTE data-only

subscribers. In the subsequent years, the number of LTE

data-only subscribers will increase as per the forecasted

growth until it reaches 4.99 million in year 2021 as the

growth in VoLTE subscribers will slow down (Table 2).

The Eq. (1) was calculated based on the sum of signaling

Diameter transactions generated by the activities associated

to the below functions, where the first element of the func-

tion represents the number of transactions related to the

Internet default bearer, the second corresponds to the num-

ber of transactions pertaining to VoLTE default bearer. The

third is association with the number of VoLTE dedicated

bearer transactions:

• F1(x) – number of Diameter transactions to establish

default bearers (Internet and VoLTE):

F1(x) =

1

3600

[

F11 F12 F13

]

,

F1(x) =

p2

3600

[

t1(Nv(x)+ Nd(x)) t2Nv(x) 0
]

;

• F2(x) – number of Diameter transactions to authenti-

cate an LTE subscriber (VoLTE and LTE data-only):

F2(x) =

1

3600

[

F21 F22 F23

]

,

F2(x) =

p2

3600

[

t5Nd(x) t5Nv(x) 0
]

;
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Table 1

Signaling Diameter activities – parameter values and traffic quantification

Network attach parameters Symbol Value References

Number of network attach requests per subscriber during busy hour (BH) p2 0.75 [23]

Number of requests to refresh IMS registration per VoLTE subscriber (BH) p5 1 [24]

Number of Diameter transactions to establish Internet default bearer

(Gx interface) – all listed interfaces are presented in Fig. 5
t1 1 [15]

Number of Diameter transactions to establish VoLTE default bearer (Gx interface) t2 1 [15]

Number of Diameter transactions to authenticate an LTE subscriber (S6a interface) t5 2 [16]

Number of Diameter transactions to download spending limit for an LTE subscriber

(Sy interface)
t6 1 [15]

Number of Diameter transactions to charge LTE data service (Gy interface) t7 2 [17]

Number of Diameter transactions to register VoLTE subscriber in the IMS

(Cx, Sh interfaces)
t8 6

[17]

[19]

VoLTE call parameters description

Busy hour call attempts p1 2 Estimated1

Percentage of prepaid VoLTE subscribers p4 0.8 [22]

Number of Diameter transactions to establish and release dedicated bearer

(Gx and Rx interfaces)
t3 7 [15]

Number of Diameter transactions to charge a prepaid VoLTE call (Ro interface) t10 2 [18]

Network detach parameters description

Number of network detach requests per subscriber (BH) p3 0.75 [23]

Number of Diameter transactions to release a default bearer (Gx interface) t4 1 [15]

Number of Diameter transactions to deregister a VoLTE subscriber from IMS

(Cx interface)
t9 1 [19]

1 Estimated similarly to many dimensioning use cases, where the initial value was set to 2 and increased yearly.

Authors prefer to keep it constant (conservative forecast) as this value influences a lot the Diameter growth.

• F3(x) – number of transactions to download the

spending limit report from on-line charging system:

F3(x) =

1

3600

[

F31 F32 F33

]

,

F3(x) =

p2

3600

[

t6Nd(x) t6Nv(x) 0
]

;

• F4(x) – number of Diameter transactions to charge

LTE data services:

F4(x) =

1

3600

[

F41 F42 F43

]

,

F4(x) =

p2

3600

[

t7Nd(x) t7Nv(x) 0
]

;

• F5(x) – number of Diameter transactions to register

a VoLTE subscriber in IMS:

F5(x) =

1

3600

[

F51 F52 F53

]

F5(x) =

p5

3600

[

0 t8Nv(x) 0
]

• F6(x) – number of Diameter transactions to release

a default bearer (VoLTE and Internet):

F6(x) =

1

3600

[

F61 F62 F63

]

,

F6(x) =

p3

3600

[

t4Nd(x) t4Nv(x) 0
]

;

• F7(x) – number of Diameter transactions to deregister

a VoLTE subscriber from IMS:

F7(x) =

1

3600

[

F71 F72 F73

]

,

F7(x) =

p3

3600

[

0 t9Nv(x) 0
]

;

• F8(x) – number of Diameter transactions to establish

and release dedicated bearer:

F8(x) =

1

3600

[

F81 F82 F83

]

,

F8(x) =

p1

3600

[

0 0 t3Nv(x)
]

;

• F9(x) – number of Diameter transactions to charge

a prepaid VoLTE call:
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Table 2

Increase of VoLTE subscribers in years 2015–2021 with used parameters description

Symbol Description 2015 2016 2017 2018 2019 2020 2021

Nd
Number of subscribers using LTE data-only

2.05 1.79 1.52 1.92 3.10 4.41 4.99
[million]

Nv Number of VoLTE subscribers [million] 0.00 0.30 3.96 16.04 19.70 19.98 20.00

Average (av.) number (no.) of network attach

Diameter TPS (BH)
2558 3166 14261 52542 65451 67960 68732

Av. no. of VoLTE calls Diameter TPS (BH) 0 1412 18902 76653 94144 95468 95550

Av. no. of Network detach Diameter TPS (BH) 426 497 1965 7086 8856 9245 9372

Av. no. of policy Diameter TPS (BH) 1279 2648 21390 84095 103744 105997 106445

Stotal Av. no. of LTE subscribers Diameter TPS (BH) 2984 5074 35128 136281 168451 172673 173654

SNFV
Av. no. of Diameter TPS (BH) moved to NFV

architecture (to be used in Subsection 4.2)
0 1773 23738 96262 118227 119891 119993

F9(x) =

1

3600

[

F91 F92 F93

]

,

F9(x) =

p1

3600

[

0 0 p4t10Nv(x)
]

.

Stotal(x) calculated in Eq. (1) can also be written as:

Stotal(x) =

1

3600

j=3

∑
j=1

i=9

∑
i=1

Fi j .

In Table 1, the values and references of all the parameters

used are listed and the Stotal(x) calculated values from year

2015 to year 2021 are shown.

On the simulated use case, the transactions generated by

managing the dedicated bearer’s associated to the estab-

lishment and the termination of voice call activities are

calculated. Also the number of transactions required to

handle default bearers are computed, mainly related to at-

tach and detach activities to or from network and influenced

by the LTE coverage or subscribers’ behaviors. Finally, it

is estimated that 80% of the subscribers are prepaid, ex-

tracted from the GSMA worldwide prepaid percentage re-

port in [22], and the transactions required to charge them

are computed.

The average number of LTE subscribers Diameter trans-

actions per second during busy hour, presented in Fig. 4,

will go beyond hundred thousand transactions per second

after almost three years from the launch of VoLTE. Around

62% of those transactions are related to Diameter signal-

ing policy. Consequently, despite excluding the impact of

the policy techniques, introducing VoLTE in a massive mi-

gration scenario will significantly influence the Diameter

signaling growth in general and policy signaling manage-

ment in particular.

By analyzing the signaling growth, for an operator expect-

ing to serve around 25 million subscribers in year 2021,

and using basic policy techniques to manage data services,

one can conclude that operators having similar number of

subscribers, and using complex policies or willing to use

them, will not be able to go for a VoLTE massive migra-
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Fig. 4. Prognosed impact of VoLTE on Diameter signaling

growth.

tion, unless their policy management is scalable enough to

accommodate the heavy increase in signaling. Ideally, one

single PCRF node should be used to manage the complete

signaling policies, in order to avoid problems, listed ear-

lier in Subsection 2.2, of introducing another PCRF node.

The current PCRF nodes use proprietary hardware, and

cannot be scaled to accommodate both the expected sig-

naling growth that is calculated in presented case, and

the flexibility in implementing complex policies. The exist-

ing solutions to accommodate the policy signaling growth

consist of adding new nodes, either new PCRF node or

front-end servers if the PCRF solution is a front-end back-

end based solution. However for all those solutions, DRA

will be needed to perform binding and to ensure proper

communication between network elements (authors do not

suggest the addition of DRA as explained earlier in Sub-

section 2.2).
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4. Challenges of Using NFV

Technology to Mitigate the VoLTE

Introduction Impact

4.1. Designing an Architecture Model to Overcome

VoLTE Challenges

In the current telecom environment, it is not always possible

to scale a single point controlling all policies’ decision [10].

To have centralized policy decision architecture, able to

handle the massive introduction of VoLTE service, it is

necessary to find an appropriate environment to build a

strong policy system. Ideally, such environment should

give the possibility of unlimited scaling, to overcome the

unpredictable policy Diameter signaling growth.

Achieving a flexible scaling and giving the possibility to de-

couple software from hardware in network nodes with a rea-

sonable cost, will help operators to protect their profit mar-

gin by preventing expensive network expansions. Adding

the possibility of “paying only for what they need, and only

when they need it” [25] will be the optimal solution that

operators are eager to procure.

Considering the Information Technology (IT) domain ex-

perience to solve the issue of inefficient use of servers, by

inventing the concept of hardware virtualization and cloud

data center; the European Telecommunications Standards

Institute (ETSI) published the NFV approach to virtualize

telecom network node functions [25]. The cloud environ-

ment using the NFV concept seems to be the goal of this,

if we could assume that telecom and IT networks’ require-

ments are similar. In telecom networks, it is all about car-

rier grade systems, where we should meet or exceed “five

nines” (99.999%) availability is expected. While in the IT

classic cloud, it is not a real necessity [26]. The maturity

of the NFV is the biggest constraint blocking the spread

of the telecom nodes’ virtualization. Many of those nodes

require special hardware and software solutions to run prop-

erly; and their functioning on a Commercial Off-The-Shelf

(COTS) hardware might degrade their performance in con-

trast to their functioning on a proprietary hardware [25].

The short term virtualization strategy, should focus on net-

work functions allowing minor performance degradation,

and where the scaling of control functions overcomes the

degradation that might be caused by the use of COTS

hardware. Presented NFV architecture is built by analyz-

ing the results of different researches in NFV technology,

and taking into consideration the track records’ outcomes

of the major players in this technology. This architecture

aims to mitigate the impact of massive VoLTE introduc-

tion, by the efficient use of the facilities acquired while

using NFV technology, and by ensuring that the deploy-

ment of this architecture will not have any harmful impact

on the existing services and infrastructures. Selecting the

network functions to be used in this architecture was influ-

enced by the analysis of previous NFV experiments, and

by the study of VoLTE introduction impact on the existing

network nodes.

During the Mobile World Congress 2015 (MWC 2015),

Telefonica company shared many interesting experiences

and findings. They confirmed that the classical cloud man-

agement can’t provide a carrier grade performance. They

also confirmed the strong impact of the underlying hard-

ware on network functions’ performance. Therefore, they

proposed a staged NFV deployment plan [27]. Combining

the analysis results of the use case presented in Subsec-

tion 3.3, and Telefonica proposals in MWC 2015, a detailed

study for the policy management system virtualization is

required to achieve authors’ goals. Nevertheless the virtu-

alization of any node running business critical services is

not yet recommended. This means that the policy manage-

ment system handling VoLTE service should be different

from the one used for LTE data services. Deploying ded-

icated PCRF and PCEF functions for VoLTE in a virtual-

ized architecture and adding CSCF function to this archi-

tecture, appears to be the straightforward solution to avoid

all complications accompanying the introduction of VoLTE

service, and uncertainty about its way of adoption. Those

three functions handle the majority of the VoLTE policy

signaling. Important is to highlight that virtualizing those

nodes requires a proper assessment of the impact of such

virtualization on their performance.

Referring back to Telefonica and other operators’ experi-

ences, the signaling functions PCRF and CSCF seem to

be a good candidate for virtualization. The reason behind

is that even their performance could be impacted by the

use of COTS hardware. It can be overcome by scaling

up the number of its control plane components. The Mo-

bility Management Entity (MME) is also a pure signaling

node, but authors prefer not to include it now, to ensure

that proposed architecture’s impact on the existing services,

nodes and connections is marginal. Dedicating a separated

NFV based Home Subscriber Server (HSS) to serve VoLTE

subscribers is another interesting initiative; permitting the

move of an important part of VoLTE Diameter signaling

to virtualized network. But the NFV technology is not

yet mature to serve critical systems, such as those handling

subscriber databases, as announced by Telefonica [27]. The

model will not include HSS, but still use the standard 3GPP

Sh and Cx interfaces to communicate with the existing HSS

(Fig. 5) will be used.

Dedicating a separate PCEF for VoLTE service requires

the appropriation of the complete PGW functions, which

are not limited only to signaling control. The PGW is

the gateway terminating the connection towards external

packet network, in addition to managing policy enforce-

ment, packet filtration, and other control functions. Virtu-

alizing the control part of the PGW can be treated similarly

to CSCF and PCRF functions. However, virtualizing its

forwarding part is not advisable, especially after Telefon-

ica’s experience, where the performance of throughput was

significantly degraded using the Hypervisor of the cloud

computing environment [28]. This degradation cannot be

tolerated in a node requiring high packet-processing rate

such as PGW. The Hypervisor is an intermediate software

layer between the underlying hardware and the upper vir-

72



Network Function Virtualization: Mitigating the Impact of VoLTE on the Policy and the Charging System
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Fig. 5. Proposed network model to mitigate the impact of VoLTE

tual functions, which provides an abstraction of the net-

work hardware, allowing the creation of virtual elements

independent from the hardware layer. By bypassing this

Hypervisor, Telefonica’s NFV Lab has considerably im-

proved the throughput of their virtualized nodes [28]. Such

a bypass was performed using the Intel Single Root In-

put and Output Virtualization (SR-IOV) feature, which al-

lows direct communication between virtual machine and

hardware. Nevertheless, this change will have a major im-

pact on the scalability of network functions [29], which is

one of the strongest flexibility aspects that NFV technology

provides.

Virtualizing the PGW control part allows the move of PCEF

functionality to a virtualized domain. But based on Tele-

fonica experience, the forwarding part should be kept out

of NFV at this stage of NFV maturity cycle. The authors

should look then for a solution to decouple the control

and forwarding of the PGW to fulfill proposed require-

ment, pertaining to virtualizing the PGW control function.

The Software Defined Networking (SDN) aims to sepa-

rate the control and the forwarding in the networking do-

main. The NFV and SDN are independent approaches [25].

A wide range of research projects consider the SDN as

a good enabler for NFV, as it allows the virtualization of

the separated control plane software of the network func-

tions [25]. The NFV can achieve the virtualization benefits

without requiring SDN implementation, but both technolo-

gies complement each other and offer highly flexible net-

work functions [25]. In [30], the authors suggested an SDN

architecture to the Evolved Packet Core (EPC), by moving
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the control plane of the Serving Gateway (SGW) and PGW

(SGW-C, PGW-C), and the MME functions into cloud envi-

ronment. They replaced the data plane of core gateways by

switches using OpenFlow protocol, which is an SDN pro-

tocol used to centrally control switches and traffic flows in

a network where the control plane is centralized and decou-

pled from the physical layer. This proposal seems to be the

best solution for the demanded control plane decoupling,

but only the PGW decoupling part will be adopted. The

SGW and the MME decoupling will not be considered, and

the communication between PGW in SDN architecture and

SGW will still use the standard 3GPP S5 interface (Fig. 5).

In order to reduce the number of connections between pro-

posed model and the remaining live network elements, such

as connections with radio access nodes a move the PGW

only to authors’ model is preferred.

The IMS has many components and most of them software-

based control functions [25], such as CSCF function. In

this architecture, all the IMS control functions will be

included. As their migration will not have any impact on

the existing services and nodes, their performance degrada-

tion can be resolved by scaling them up, and they can bene-

fit from NFV advantages. The AS is one of those IMS con-

trol functions; where the facilities that NFV environment

can offer to mitigate the complexity of its implementation

should be explored. Currently, adding different Application

Servers to enable the big list of IMS services did not attract

operators. The deployment and testing process of those ser-

vices is time consuming, and require proprietary hardware.

Nevertheless, operators don’t have any warranty that those

services will attract subscribers and generate profits. The

IMS pragmatic approach was the ideal solution to revive the

IMS concept, where the focus was first on enabling VoLTE,

and then other services can be progressively enabled based

on the requirements [31]. This pragmatic approach will

work perfectly on a virtualized environment, providing the

facility of rapid deployment, and consequently a shorter pe-

riod to confirm the success or the failure of the deployed

service [32]. In addition to reducing the investment cost

and time, virtualizing the AS will allow the scaling down

or the replacement of unsuccessful services. However, the

successful ones will benefit from the immediate scaling up.

The IMS has also a forwarding part, IMS-Access-Gateway

(IMS-AGW), handling the transcoding and the media ser-

vices. Similarly to the PGW forwarding function case, the

IMS-AGW cannot be virtualized. Due to the lack of works

proposing an SDN architecture for IMS control and for-

warding functions, authors prefer to use the 3GPP archi-

tecture using Iq interface to connect the virtualized IMS

control functions to IMS-AGW [33]. Figure 5 summarizes

the proposed architecture and depicts the key steps men-

tioned above.

4.2. Applying the Proposed Model to the Massive VoLTE

Migration Use Case

In presented model, the network elements are considered

where scaling can overcome the degradation of their per-

formance in NFV, and not bearing any business critical ser-

vices, to move a significant part of Diameter signaling to

virtualized network. The amount of LTE Diameter signal-

ing transactions migrated to proposed model is evaluated

by adding an NFV weighting factor αi =

[

αi1 αi2 αi3

]

on

each element of the Fi functions, described in the case study

presented in Subsection 3.3.

αi j is determined by the following rules:

• αi j = 1 – means 100% of transactions will be mi-

grated to the virtualized model, if the activities hap-

pen between elements in proposed model,

• αi j = 0.5 – means 50% of transactions migrated to

the virtualized model, if the activities happen be-

tween two elements one of them in the model,

• αi j = 0 – means 0% of transactions migrated to vir-

tualized model, if the activities happen between ele-

ments out of the model.

To calculate SNFV (x), the average number of Diameter

transactions per second during busy hour at year x moved

to the virtualized architecture, the NFV weighting factor to

Eq. (1) will be added:
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1
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∑
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The matrix [α] is the matrix grouping the entire weighting

factors, defined as:

[α] =





α11 α21 α31 α41 α51 α61 α71 α81 α91

α12 α22 α32 α42 α52 α62 α72 α82 α92

α13 α23 α33 α43 α53 α63 α73 α83 α93





.

For proposed model, the 3GPP interface corresponding to

each activity from Table 1, and the graphical representa-

tion of each 3GPP interface in Fig. 5 could be extracted.

By combining these inputs, the weighting factors are cal-

culated. The obtained [α] matrix is as follows:

[αModel ] =





0 0 0 0 0 0 0 0 0

1 0 0.5 0.5 0.5 1 0.5 0 0

0 0 0 0 0 0 0 1 0.5





.

The values of SNFV (x), number of Diameter transactions

per second during busy hour migrated to NFV architecture,

from year 2015 till 2021 are calculated and presented in

Table 2.
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Fig. 6. Mitigating the impact of VoLTE after applying the model.

As shown in Fig. 6, 70% of the generated transactions

per second during busy hour will be moved to NFV net-

work. Consequently, operators’ existing nodes should deal

only with the remaining 30% of the generated transactions.

Hence, operators will be relieved from the huge growth of

Diameter signaling caused by VoLTE massive introduction.

5. Conclusion

In this paper, the impact of Diameter signaling growth on

core network, especially the Diameter signaling traffic gen-

erated after massive VoLTE deployment are presented. To

anticipate the impact induced by the challenging VoLTE

deployment, a model to improve operators’ readiness for

the adoption of any kind of VoLTE introduction scenarios,

either massive or gradual is proposed.

As shown in the model development, up to 70% of the total

Diameter signaling transactions will be moved to the pro-

posed architecture. This will relieve operators from the

burden of the network cost and scalability, without im-

pacting the running services and without overloading the

existing network. Additionally, with this architecture, oper-

ators will be able to introduce NFV and SDN technologies

and provide valuable contribution in the state-of-the-art of

those technologies. NFV and SDN are most likely to re-

draw the design and implementation guidance for telecom

environment in the coming years.

In future work, authors plan to investigate the financial as-

pects of this NFV based model, and evaluate the possibil-

ities to extend the scope of virtualization to other network

elements and services.
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Abstract—The subject of this work is the use of social network

analysis to increase the effectiveness of methods used to predict

churn of telephony network subscribers. The social network is

created on the basis of operational data (CDR records). The

result of the analysis is customer segmentation and additional

predictor variables. Proposed hybrid predictor employs set of

regression models tuned to specific customer segments. The

verification was performed on data obtained from one of the

Polish operators.
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1. Introduction

One of the main challenges faced by telecommunications

companies is to stop the migration of customers. This pro-

cess, called churn, is in a great extent caused by the op-

erators themselves, who offer attractive conditions for new

users to attain dominance in highly competitive market.

The issue is so important that, as shown by statistics, client

acquisition may be several times more expensive [1], [2]

than churn prevention, and nearly 80% of users surveyed

admitted they have changed provider at least once [2].

A typical method to reduce churn are advertising campaigns

encouraging the purchase of new products, or participation

in the loyalty program. To achieve positive effect such an

offer should be addressed to carefully selected group of

customers to reduce campaign cost, and to avoid bothering

loyal clients with too numerous contacts.

The telcos possess abundant data related to the customers

and their use of services. The usage information is available

mainly in the form of Call Detail Records (CDR) and is

believed to be valuable input for users behavior modeling.

The classic approach is to use the methods defined broadly

as data mining [3] to predict subscribers decisions based on

changes in the use of their services. This allows to select

the group of customers prone to churn, which then can be

addressed adequately prepared offer.

The subject of the work described in this paper is to enrich

the standard techniques with data describing social links

between subscribers. This information may be obtained by

building social network graph basing on CDR data.

The remainder of the article is organized as follows: Sec-

tion 2 presents a description of the problem and the pro-

posed solution, taking into account previous work on sim-

ilar issues. In Section 3 the concept of predictive model

and its augmentation with social network analysis is out-

lined. Section 4 briefly presents implemented programs

and software packages used to carry out the research. Next

Section discusses results of the model validation and finally

Section 6 concludes on the research.

2. Problem Description

2.1. Purpose of Work

The aim of the presented work was to create set of mod-

els, which could predict if a particular customer is prone

to churn. The only input for these models were operating

data available in the form of CDRs. In the absence of any

other customer data (e.g. information on the place of res-

idence, age or type of work) it was especially important

to take full advantage of all its aspects. Authors’ previous

work [4] demonstrated that applying regression modeling

to information derived from CDRs have given promising

results. The idea presented here is to introduce segmenta-

tion basing on the structure of the social network modeling

customers relations to construct a specific and thus more

efficient predictive models in each of segments. Additional

data obtained during the analysis of the social network and

not used for segmentation is included as an input of mod-

els. Information inferred through analysis of social graph

should augment usage statistics with details describing so-

cial linkage between users and may be considered as an

attempt to reproduce (or replace) unavailable user related

data. Authors believe that so derived variables will increase

resolving power of models as they should be unrelated to

the base set of variables.

2.2. Similar Solutions and Related Work

A typical approach to the problem of predicting cus-

tomers behavior is to use different kinds of classifiers, in-

cluding regression [5], decision trees [6] or genetic algo-

rithms [6]. These techniques have long been known and

used in many fields, however, as indicated by a number of
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authors, the use of one of them does not guarantee to suf-

ficiently exploit the information hidden in the telecoms op-

eration data [6]–[8]. Application of social networks anal-

ysis [9], [10] is proposed by many authors [11], [12], but

usually it is employed to analyze the relationship between

subscribers only [13]–[15].

In the method proposed in this paper both kinds of data

are used: common statistics of traffic data, as well as those

resulting from social network analysis. This approach is

similar to those presented in [16]. A major difference, how-

ever, is that customers are segmented prior to modeling

making it possible to identify a number of specific models

and thus to increase their accuracy.

2.3. CDR Data

The data were provided by one of the Polish wired tele-

phony operators and contained usage records within three

months collected out of a selected part of the operator net-

work. The set consisted of 130 million records generated

by 315,000 users. Due to the confidentiality restrictions

data have been anonymized by deleting some fields and

encoding subscriber and recipient numbers. As a result

only date, time, call duration, tariff ID and customer ID

were available. The latter information allowed to associate

the subscriber with all phone numbers owned.

Although the anonymization is deterministic (i.e. the IDs

are coded each time the same) there is some loss of infor-

mation. Especially it is impossible to distinguish some well

known numbers1, local and long distance calls or interpret

tariffs. For similar reasons it was not possible to obtain any

additional customer data. The most important problem was

lack of information describing user status – a user was con-

sidered churner when no CDRs were generated for longer

than three weeks. The available information is much more

constrained than in the typical analysis carried out by the

network operator, who has full access to the data. How-

ever, it resembles case of prepaid services, where customer

information is generally not available.

3. Construction of the Model

The main idea was to derive new information through

the analysis of the social network constructed on the ba-

sis of CDR data. This information can provide additional

input for classifiers, it can also be used for customer seg-

mentation.

3.1. Social Network Reconstruction

The main problem was the incompleteness of the data, re-

sulting in a significant portion of connections leading out-

side the network. It may be attributed to the limited cus-

tomer base, but also to the fact that they were collected

1An example may be customer information office typically considered as

one of numbers routinely consulted before deciding to leave the network.

only from a part of network. As a result the social net-

work built (internal network) covered less than 281,000 of

the approx. 299,000 individual users. The corporate users,

i.e. those having more than one phone number were delib-

erately omitted. It is supposed that the churn mechanism

may be different in their case, so other, perhaps individual

churn reduction methods should be used.

To increase the number of analyzed users a bipartite net-

work was constructed – a connection between two users

was added if they call the same number outside the provider

network (for extended discussion of social network recon-

struction see e.g. [17]). So constructed network consisted

of 13711 subscribers, the remaining 4178 users could not

be included in any network.
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Fig. 1. Inner network node degree distribution.

Analysis of degree distribution in the internal network (see

Fig. 1) suggests power-law with characteristic exponent

α = 2.75 – a value slightly above reported for wired tele-

phone networks [18]. Scale-free nature of the network,

allows to expect typical social networks phenomena, es-

pecially the nodes with an extremely high degree among

majority of low degree nodes. The existence of as many

as seven separate connected components (see Table 1) is

easily explained by the limited range of the network.

Table 1

Connected components of the inner network

Com-

ponent
1 2 3 4 5 6 7

Users 80007 67853 38410 26289 25240 22525 20419

% 28 24 14 9 9 8 7

It is probable that in a bigger set of data much more calls

can be terminated internally reducing the number of con-

nected components, a more likely outcome would be, how-

ever, a greater coverage of the internal network. Connected

components can be used for a natural segmentation of users.

In the contrast to typical segmentation methods this one

does not use any additional user information to explicitly

include them into predetermined classes (e.g. division by

age, gender, place of residence, etc.). Instead of this un-

available data it uses social contacts characteristic.
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Fig. 2. Hybrid model.

3.2. Regressive Model

Regression provides a reference point for the hybrid model

described in the Section 4. The hybrid model is in fact

a combination of several specific regression classifiers

working for separate segments of customers, hence the prin-

ciples of their construction and use are the same. In both

cases logistic regression was used to create classifier divid-

ing all customers into two classes, with these being prone to

churn marked as “positive”. A convenient feature of using

regression is possibility to evaluate the selection of input

variables by examining their significance levels. It should

be remembered that as a non-linear classifier logistic re-

gression allows a slightly better distinction of classes than

the linear methods, however it still remains quite sensitive

to the selection of predictor variables.

The construction of the regression model consists of two

phases. First the predictor variables must be selected, then

model parameters are identified and classifier quality is as-

sessed. Data used for model identification covered three

weeks. To detect changes in the customer behavior three

time windows with a width of the week are defined. Predic-

tor variables calculated in these windows, were the statis-

tics corresponding to different types of user activity – e.g.

number of failed connections, number of connections of

the specified type, cost of calls (i.e. pulses counted). Most

of the variables were differences between successive weeks,

which allowed to eliminate dependence between subsequent

variables. It is crucial for the effectiveness of a classifier to

select variables of adequate predictive power – apart from

avoiding correlation, it could be done through experiments

and evaluation of their significance level. Insignificant vari-

ables were removed, and replaced with another variables

(if available).

Another problem is the proper choice of samples consti-

tuting the training set. It should be noted that the num-

ber of users leaving the network was relatively small and

amounted to slightly more than 3% in the analyzed period.

So uneven distribution of the classes in the training data

usually leads to classifiers that work correctly only for the

more numerous class. For this reason, the training set was

created by sampling of both classes independently, so that

the data contained 20–25% of churners.

3.3. Hybrid Modeling

Hybrid model uses seven connected components of the in-

ternal network to segment most (namely 280,743) users.

In addition social ties of 13711 users may be modeled by

bipartite network. In this way, it is possible to build eight

customized regression classifiers, which hopefully should

better reflect specificity of each segment, and be more ef-

fective than basic classifier described in Subsection 3.2. The

improvement may be attained not only by preselecting cus-

tomers and so making input data more homogeneous, but

also by using new predictor variables derived by the social

network analysis. The variables considered were node de-

gree, closeness or page-rank, as well as the number of node

neighbors, who left the network recently. The last variable

is a natural, and widely used churn indicator, which cal-

culation has little algorithmic complexity. Relatively small

number (4178) of subscribers cannot be connected into any

social network and so remains outside 8 segments. In their

case it is only possible to build a classifier using basic pre-

dictor variables like the one described in Subsection 3.2.

The complete diagram of the hybrid model is presented

in Fig. 2.

4. Software

To facilitate the prepossessing of data, and the identifica-

tion and verification of classifiers custom programs were

prepared. Visualization of graphs was performed with help

of LaNet-vi package [19]. MS SQL Server was used to

store initial CDR data and results of classification. Pre-
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Fig. 3. Model identification and validation GUI.

processing, done mostly using capabilities of the MS SQL

Server included CDR compression, separation of corporate

users and removal of anomalous entries. Specifically, nodes

generating thousands of calls which are supposed to be kind

of automatic network testers. Compression of records may

be achieved mainly by removing fields that were cleared

during the data anonymization. Removal of automatically

generated calls was necessary as they could distort user

activity statistics. To speed up creation and analysis of so-

cial networks appropriate indexes were added. The most

important part of the developed software was designed to

carry out the identification and validation of models. Its

main functionalities are importing data from the database

and assisting user in the selection of predictor variables.

Identification of classifier (logistic regression) parameters

was implemented with help of R package [20] and was

performed on a training data set prepared through sam-

pling. After identifying the model it is possible to verify it

on a separate data set. Program implements simple to use

graphical interface – e.g. Fig. 3 presents verification of

classifiers tab.

5. Model Identification

5.1. Verification Methods

In order to verify the results of identification a number of

classification experiments on a separate datasets was carried

out. The results can be illustrated in the form of a confu-

sion matrix, being a table containing the numbers of cor-

rectly and incorrectly classified samples in both classes –

see Table 2. The true negative (TN) indicates the number

of samples correctly classified as having no investigated

characteristic – in this case the users who chose to remain

subscribers of the telecoms. False positive (FP) refers to

samples incorrectly classified as leaving the network (type

Table 2

Confusion matrix

Classification result N P

Original classes
N TN FP

P FN TP
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1 error). Samples labeled false negative (FN) are users

incorrectly classified as non churners (type 2 error), and

finally, true positive (TP) are correctly detected users that

decided to leave the network.

Confusion matrix contains a full description of results,

however, it is not convenient when several models need

to be compared. To make it easier F1 measure, defined by

the following formula, was used:

F1 =

2TP

2TP+ FN+ TP
, (1)

where symbols TP, FN i FP are defined according to the

Table 2. It may be visible, that F1 does not consider true

negatives allowing to minimize the overhelming influence

of dominant class [21].

5.2. Regressive Model

As mentioned in the Subsection 3.2 basic regressive model

is a reference point for the hybrid modeling. The following

predictor variables were used:

• difference of the number of successful connections,

• difference of the number of failed connections,

• difference of the number of calls of specific types,

• difference of the number of calls calls on weekends,

• difference of the number of pulses,

• difference of the number of free calls.

Differences are calculated in the three consecutive weekly

periods. The call was considered unsuccessful if it lasted

less than 2 s. Connection types were read from the appro-

priate column in CDRs, however unfortunately any inter-

pretation could be associated to them. Using logistic re-

gression allowed to identify relatively efficient classifier –

see the verification results in Table 3 and Fig. 4 which

is a graphical representation of the confusion matrix (cf.

Table 2) – parts of pie chart correspond to the cells of con-

fusion matrix, note that FP radius is scaled by TN and FN

is scaled by TP.

Table 3

Identification of basic regression classifier

Training set cardinality 12000

Number of churners in training set 3000

Validation set cardinality 285017

F1 value 0.558

The results of the verification show that the model performs

better for the more numerous class, while the most visible

shortcoming is the high number of errors of the first type –

in fact, there are more false positives then properly detected
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Fig. 4. Graphical representation of basic regression classifier

confusion matrix.

(See color pictures online at www.nit.eu/publications/journal-jtit)

churners. This means that taking preventive measures – e.g.

advertising campaign would cost twice as much as in the

case of perfect information, however would be far more

effective than untargeted action. The number of undetected

churners – 2846 (which amounts to 28%) seems to be less

alarming. However, it also shows that better modeling is

necessary.

5.3. Hybrid Model

Hybrid model consisted of nine logistic regression classi-

fiers operating on separate segments of customers built of

internal network components (7 segments, see Table 1),

bipartite network and set of remaining users. Predictor

variables of basic regression model (see Subsections 3.2

and 5.2) have been supplemented with the data resulting

from the social network analysis:

• node degree,

• closeness,

• page-rank,

• number of node neighbors who left the network.

5.4. Verification of Hybrid Model Components

The results of the identification and verification of the clas-

sifier for the components 1–7 are presented in Table 4 and

Fig. 5a-g respectively. Comparing the value of the F1 mea-

sure and analyzing confusion matrices for the first com-

ponent it can be noticed that the classifier is much more

effective than simple regression (see Subsection 5.2). This

results mainly from limiting the scope to the group of users

sharing common features. Augmenting the set of predic-

tor variables is another source of improvement – it allows

to introduce new, important information derived through

analysis of social ties between customers.

The results of verification for the component 2 are shown

in Table 4 and Fig. 5b. Unfortunately, they are not as

good as for the component 1, and are even slightly worse

than the results obtained using the basic regression classi-
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Fig. 5. Graphical representation of the confusion matrix for the components: (a) 1, (b) 2, (c) 3, (d) 4, (e) 5, (f) 6, (g) 7.
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Table 4

Identification of the classifier for the components 1–7

Component 1 2 3 4 5 6 7

Training set cardinality 2500 2500 1600 1200 1600 1600 1500

Number of churners in training set 500 500 400 300 400 400 300

Validation set cardinality 77507 65353 36810 25809 23640 36810 18919

F1 value 0.696 0.539 0.645 0.629 0.665 0.593 0.610

fier. Presumably the segment consists of different kinds of

users and requires further division or the use of more elas-

tic classifier. Figure 5c-g shows the results for the other

components. They are worse than for the component 1,

however, smaller component size should be taken into con-

sideration, it must be also noticed that the effectiveness of

prediction is greater than the reference method.

Table 5

Identification of the classifier for the bipartite network

Training set cardinality 1500

Number of churners in training set 500

Validation set cardinality 12211

F1 value 0.507

Seven classifiers described above cover 89% of users. For

the remaining 17889 users two additional classifiers were

built. The first one was based on bipartite network con-

taining 13711 users. Verification results for this model are

shown in Table 5 and Fig. 6. They are much worse than

in the previous cases. It may be explained by the fact of

weaker ties between customers building it and the provider

as their calls are terminated outside. For this reason, they

are more likely to leave the network. In fact churn rate is

significantly higher in this segment – 15.48% compared to

3.68% in the entire network. It should therefore be expected

that special methods are required for churn prediction as

well as for its limitation in this segment.
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Fig. 6. Graphical representation of the confusion matrix for the

bipartite network.

The last segment is formed of users that cannot be con-

nected into any network. It can be assumed that they are

also not similar in any other way, explaining relatively week

Table 6

Identification of the classifier for the remaining users

Training set cardinality 1200

Number of churners in training set 300

Validation set cardinality 2978

F1 value 0.466
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Fig. 7. Graphical representation of the confusion matrix for the

remaining users.

results of prediction – see Table 6 and Fig. 7. However,

it is the smallest of the segments and its impact on the

effectiveness of the hybrid model is negligible.

5.5. Hybrid Model Verification

Classification by the hybrid model is equivalent to proper

use of the nine described classifiers, so verification out-

come is in fact the sum of the results for individual models

(see Tables 7 and 8) giving little, but visible improvement

Table 7

Identification summary for hybrid model

Training set cardinality 14800

Number of churners in training set 3500

Validation set cardinality 283868

F1 value 0.599

Table 8

Hybrid model confusion matrix

Classification result N P

Original classes
N 265541 8300

P 2200 7827
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Table 9

Effectiveness of hybrid model components, “B” stands for bipartite network and “R” for users outside any network;

bold numbers are predictors performing below average

Components 1 2 3 4 5 6 7 B R

F1 0.696 0.539 0.645 0.629 0.665 0.593 0.610 0.507 0.466

over basic regressive model. The biggest problem is still

the excessive number of false positives. It is worth men-

tioning however, that classifiers for the components 1 and

3–7 perform better than basic classifier.

While investigating sources of imperfections the worst op-

erating classifiers should be examined first (see Table 9).

The lowest value of the F1 measure is achieved by the last

classifier, acting for users who do not belong to any so-

cial network. As noted earlier this segment is related to

a small group of users (a little more than 1%) so its im-

pact on the overall classification effectiveness is also low.

A slightly larger group are the subscribers forming bipar-

tite network. They are weakly bound to the service provider

and therefore it can be difficult to detect their intention of

Fig. 8. Component 1 k-cores.

Fig. 9. Component 2 k-cores.

leaving. The case of component 2 seems to be different.

It represents more than 20% of all users, so it cannot be

easily neglected. A hint can be components visualization

by LaNet-vi software using k-cores decomposition – see

Fig. 8 for component 1, and Fig. 9 for component 2.

The k-core is a set of vertices of the network, each of which

has at least k connections with its neighbors. It is impor-

tant to note that this is not equivalent to a subset of nodes

that had degree k in the original graph. Instead a k-core

can be found by recursive rejection of vertices with degree

lower than k. The colors in Figs. 8 and 9 represent the

k-core number and circle diameter initial degree of the

node. The difference between the component 1 and 2 is

visible – in the first one a majority of low degree nodes en-

circles the center consisting little number of higher degree

nodes. In component 2 much more nodes belong to the

higher k-cores while lower degree ones are concentrated in

several groups. It may be suspected that topological dif-

ferences may indicate distinct characteristics of users. The

analysis of node distribution among k-cores (see Fig. 10)

shows, that while most of them follows similar, growing

line, components 2 raises rapidly for k = 5. For the com-

ponent 6 most of nodes are concentrated in the first three

cores. Both components 2 and 6 are most problematic ones

with F1 measure of 0.539 and 0.593 suggesting that differ-

ences in the degree structure may have important effect

on churn.
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Fig. 10. Cardinality of k-cores for the inner network components.

To investigate it further triadic census2 and clustering co-

efficient were calculated for all segments – see Table 10. It

may be seen that component 2 differs from the remaining

2As the graph analyzed is undirected 4 types of triads are possible.
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Table 10

Triadic census of model components

Compo- Full Forbidden Clustering

nent triads triads coefficient

1 75 550 6 477 654 0.0751

2 34 972 6 239 851 0.0691

3 26 205 3 037 690 0.0769

4 16 484 1 371 366 0.0820

5 15 852 1 208 919 0.0910

6 7 473 742 104 0.0913

7 9 972 1 191 967 0.0780

Bipartite 1 213 494 564 723 940 498 0.7384

inner network components as it has approximately twice as

much forbidden triads, i.e. triads with connection between

two nodes missing. Such a composition is reflected by the

lowest value of clustering coefficient. Different structures

of ties between users – lack of triangle closure may suggest

that they are using a different kind of communication chan-

nel and therefore are more prone to churn. On the other

hand the users may have no reason to communicate – e.g.

their professional activity may require only contacts with

a kind of a central office. In both cases it seems that local

(i.e. user) value of the clustering coefficient may convey

some information of user willingness to stay and could be

considered the additional predictor variable.

6. Conclusion

The results of the presented work show that the social net-

work analysis can be a valuable tool for customer segmen-

tation. The approach is particularly convenient when avail-

able information is limited mainly to CDRs making it ap-

plicable for prepaid services, or a situation when the access

to customer data is restricted due to the confidentiality. An

additional benefit from social network analysis is the pos-

sibility to augment the set of predictor variables, with ones

carrying new information, usually uncorrelated with simple

statistics, and thus improving the classification efficiency.

There is no doubt that these results, although promising,

are far from ideal. Particularly worrying is the high num-

ber of errors of type 1 (FP). It is possible to propose two

ways to solve this problem. One of them may be fine tun-

ing classifiers, especially by choosing predictor variables

in each segment separately. Confirmation of the validity of

this approach is good performance of the classifier for the

component 1. The second way is to use more sophisticated

classifiers – it must be stressed that the logistic regression

is used because of its simplicity and ease of analysis. In

this sense, presented work is a demonstration of the ap-

plicability of social network analysis to user segmentation

and new predictor variables definition rather than a final

assessment of its effectiveness.

Finally, to consider the analysis of the social network

itself – as it was mentioned the work uses relatively sim-

ple indicators. It is possible that a deeper analysis of the

characteristics of the network, in particular topological, or

related to the connection dynamics [22] may result in new

significant predictor variables as well as valuable observa-

tions on user behavior.
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Abstract—Social networking sites have gained much popular-

ity in the recent years. With millions of people connected

virtually generate loads of data to be analyzed to infer mean-

ingful associations among links. Link prediction algorithm

is one such problem, wherein existing nodes, links and their

attributes are analyzed to predict the possibility of potential

links, which are likely to happen over a period of time. In this

survey, the local structure based link prediction algorithms ex-

isting in literature with their features and also the possibility

of future research directions is reported and discussed. This

survey serves as a starting point for beginners interested in

understanding link prediction or similarity index algorithms

in general and local structure based link prediction algorithms

in particular.

Keywords—link prediction, similarity based link prediction, sim-

ilarity index, social network analysis.

1. Introduction

Social network analysis [1] has gained lot of importance

with millions of users being part of one or other online

social networking sites. Link prediction problem in social

networks has gained considerable interest from researchers

of various domains [2]–[6].

Everyone in this world is connected to each other through

an average small length was claimed by Stanley Milgram

in 1967 itself in his ”small world” experiments [7]. But

predicting the link or possibility of potential link among

each other based on social networks is also an interesting

task as social networks is also a kind of “small world” [8]

where in nodes are connected to each other either through

a direct or indirect link through intermediate nodes.

Link prediction as a tool helps in understanding potential

links, which may happen among nodes in a network over

a period of time. Based on individual preference, either

through attributes or link structure, recommending friends

(or likeminded people), passing information to individuals

having similar interests, recommending products [9]–[13]

seems to be an interesting and challenging task as the on-

line social network size is growing with time and some of

the conventional algorithms find it difficult to analyze such

huge data volume.

In general link prediction refers to possible links among

a pair of nodes in a social network [14] but it can also

be thought as a possible link prediction among a node and

commodity, i.e. how likely that a person is interested in hav-

ing link with the commodity or in simple purchase the com-

modity [15]. Recommender systems [16], [17] which rec-

ommend products or commodities to individuals can also

be thought as a special case of link prediction problem.

Apart from identifying potential links and recommending

commodities, link prediction problem also help to solve

similar problems like spurious link detection [18], mitigat-

ing e-mail spams in social networks [19] defending against

Sybil attacks [20].

In literature many methods have been proposed for link pre-

diction problem. Broadly they can be classified into simi-

larity based methods, maximum likelihood based methods

and probabilistic model based methods [21], [22]. Simi-

larity based methods predict links among nodes based on

similarity score or similarity index calculated among a pair

of vertices or nodes. Pair of nodes having high similarity

value will tend to form a link in future. Maximum likeli-

hood methods predict links based on hierarchical structure

model or stochastic models [23], [24]. Probabilistic meth-

ods of link prediction are defined over Markov chains or

Bayesian learning models in turn using principles of artifi-

cial intelligence in broad sense [25]–[30].

In this survey, we are concentrating only on the similarity

based methods used in link prediction. The methods ex-

ploit the nature or structure of graphs how the nodes are

connected and attributes associated with the nodes for link

prediction. Similarity based methods can be further classi-

fied into three types based on the nature of similarity score

or index calculation, as follows:

• local structure based,

• global structure based,

• quasi-local structure based.

Investigations have been carried out to understand the

link prediction based on the nature of link over a period

of time or evolutionary history of links and clustering

based link prediction techniques. All the techniques or

methods discussed in this survey are proposed over un-

weighted edges for the results on link prediction over

weighted edges [31]–[33].

This paper is organized as follows. Section 2 introduces

the preliminaries of graph theory. Section 3 deals with dif-

ferent types of similarity based prediction techniques and

87



Pulipati Srilatha and Ramakrishnan Manjula

how they are defined. Section 4 deals with the discussion

on different similarity based prediction techniques and their

summary. Section 5 contains conclusions.

2. Preliminaries

2.1. Graph

A graph G is defined as G = (V, E), where V is a set of

vertices or nodes and E is a set of edges. The notion of ver-

tices and nodes, links and edges are used interchangeably

in the literature.

b b

c

d
d

d

e f

A A

B BC C

D DaE Fa

(a) (b)

Fig. 1. Graphs: (a) undirected, (b) directed.

Graph shown in Fig. 1a is a simple undirected graph with

set {A, B, C, D, E} as vertices and set {a, b, c, d, e, f}

as edges. An edge from a node A to node B is called

a path and it is of length 1 (or simply path length is 1)

where as the path from node A to node D via node C

is of length 2. Closed path from node A to node A (via

node C and D) is called a circuit or cycle. The girth of

a graph is number of edges in shortest cycle. Graph shown

in Fig. 1b represents a graph with directed edge, in such

graph, traversal is only possible in the direction of edge.

Traversal from node A to node D via node C is possible

where as traversal is not possible from node B to node C.

In an undirected graph, degree d of a node is the number

of edges or links connected to that node where as in case of

directed graph, outdegree and indegree respectively indicate

number of links or edges directed out and directed into

a node. In case of Fig. 1a, degree of node A is 3 and of

node e is 1. Similarly, for Fig. 1b, indegree for node A is 1

and outdegree is 2.

2.2. Adjacency Matrix

Adjacency matrix is used to understand the existence or

non-existence of links or edges between nodes in a graph.

Apart from that, other advantages includes that it can be

given computed easily, can be given as an input to computer

and also to understand the nature of path length by taking

powers of adjacency matrix.

Adjacency matrix Ai j is defined as:

Ai j =

{

1 if there is an edge from node i to node j,

0 otherwise.

where i and j are nodes in the graph. For the example

considered in graph shown in Fig. 1a adjacency matrix is

given by

A =

















0 1 1 1 0 0

1 0 0 0 1 0

1 0 0 1 0 1

1 0 1 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

















,

where the matrix entry 1 indicates the existence of link or

edge between nodes in the graph and a entry 0 indicates no

link or edge.

Path length more than 1 can be computed from adjacency

matrix by taking its powers. Adjacency matrices A2, A3

gives the nodes connected by path length 2 and 3 respec-

tively. But the entries in table will remain either 0 or 1 for

any powers of A except the elements of principal diagonal.

However, principal diagonal elements have no role to play

with regard to link prediction as these elements indicate

links or edges to same nodes.

Similarly, matrix A2 indicates nodes connected with a path

length 2. In matrix A2, nodes A and E, A and F, B and C

etc., are connected with path length 2:

A2
=

















3 0 1 1 1 1

0 2 1 1 0 0

1 1 3 1 0 0

1 1 1 2 0 1

1 0 0 0 1 0

1 0 0 1 0 1

















.

2.3. Link Prediction Problem

Link prediction problem is identifying a potential or pos-

sible link among vertices or nodes in a network. The link

prediction problem can be defined as, given node E, what

are the chances that node D and node F would like to con-

nect with node E (Fig. 1). Predicting such links is not

an easy task. Many similarity index based link prediction

methods have been defined based on nature of computing

them, as local structure, global structure and quasi local

structure [21], [22].

Path length equal to 1 indicates the existence of direct link

between nodes in a network. Local structure based method

computes the similarity score using a node and its neighbor-

hood nodes (of path length 2). The aim is to determine the

chances of possible links between a pair of vertices where

as global structure based method computes similarity score

considering over all structure of network (mainly paths of

length > 2) by ranking each nodes by similarity score and

nodes with highest value of similarity score tends to have

more links than the ones having lower value. Quasi-local

structure based similarity measure is even though computed

similar to the local structure based link prediction method,

it uses path of length more than 2. Hence, covering the

entire network like global structure based methods.
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3. Methods in Similarity Index Based

Link Prediction

Link prediction between nodes in a network is given by

a score S(a,b) where, a and b are nodes. Higher the value

of S between the pair of vertices, higher is the chance of

forming a link between them in future.

3.1. Local Structure Based Similarity Index Methods

3.1.1. Common Neighbor

Common Neighbor [34] method is one of the simplest tech-

niques used for link prediction. Two nodes are likely to

form a link if they have many common neighbors [35].

This method of link predicition is also called friend-of-a-

friend link prediction [36]. Index SCN(a,b) for Common

Neighbor method is computed as:

SCN(a,b) = |Γ(a)∩Γ(b)| , (1)

where a and b are two nodes and Γ(a) and Γ(b) denote the

set of neighbors of nodes a and b respectively. Common

Neighbor method is being used extensively in various con-

text to predict future links or collaborations [14], [37], [38].

3.1.2. Salton Index

Salton index [39] also called as Salton Cosine index is used

to find the similarity index based on cosine angle between

rows of adjacency matrix having nodes a and b [40]. Salton

index SSalton(a,b) is computed as follows:

SSalton(a,b) =

|Γ(a)∩Γ(b)|

√

ka × kb

, (2)

where ka is the degree of node a and kb is degree of node b.

3.1.3. Jaccard Index

Jaccard [41] in 1901 proposed a statistic to compare simi-

larity and diversity of sample sets. It is the ratio of com-

mon neighbors of nodes a and b to the all neighbors nodes

of a and b. As a result value of Jaccard index prevents

higher degree nodes to have high similarity index with other

nodes [42]. Jaccard index SJaccard(a,b) is computed as:

SJaccard(a,b) =

|Γ(a)∩Γ(b)|

|Γ(a)∪Γ(b)|

. (3)

3.1.4. Sørenson Index

A measure similar to Jaccard [41] proposed by Søren-

son [43] in 1948 to measure similarities among species.

Sørenson index is calculated as ratio of twice the common

neighbors of nodes a and b to the sum of degrees of nodes

a and b or total degree of nodes a and b. Sørenson index

SSørenson(a,b) is computed as:

SSørenson(a,b) =

2|Γ(a)∩Γ(b)|

ka + kb

. (4)

3.1.5. Hub Promoted Index

Hub Promoted index [44] is a measure defined as the ratio

of common neighbors of nodes a and b to the minimum of

degrees of nodes a and b. Hub Promoted index SHPI(a,b)

is computed as:

SHPI(a,b) =

|Γ(a)∩Γ(b)|

min{ka,kb}
. (5)

3.1.6. Hub Depressed Index

Hub Depressed index [21], [22] defined as the ratio of com-

mon neighbors of nodes a and b to the maximum of degrees

of nodes either a or b. Hub Depressed index gives lower

score compared to Hub Promoted index as the similarity

measured is computed by taking maximum of degrees of

nodes a and b [45]. Hub Depression index SHDI(a,b) is

computed as:

SHDI(a,b) =

|Γ(a)∩Γ(b)|

max{ka,kb}
. (6)

3.1.7. Leicht Holme Newman Index-1

Leicht et al. in [46] proposed a measure to define local

structure based similarity measure. It is the ratio of com-

mon neighbors of nodes a and b to the product of degrees

of nodes a and b. Leicht Holme Newman index-1 is com-

puted as:

SLNH1(a,b) =

|Γ(a)∩Γ(b)|

ka × kb

. (7)

Equations (7) and (2) differ only in their denominator. As

a result, for a same pair of nodes Salton index always as-

signs a higher score compared to Leicht Holme Newman

index-1 [45].

3.1.8. Preferential Attachment Index

Preferential Attachment index [47] is a similarity score cal-

culated independent of the neighborhood of each node.

Social networks expand as and when new nodes joins in

and the new nodes joins in with the existing nodes having

higher degree compared to lower degree nodes [48]. Bar-

basi et al. showed this result for the evolution co-authorship

links [49]. Preferential Attachment index SPA(a,b) between

nodes a and b is computed as:

SPA(a,b) = k(a)× k(b) . (8)

3.1.9. Adamic-Adar Index

Adamic-Adar index [50] proposed by Adamic and Adar is

calculated by adding weights to the nodes which are con-

nected to both nodes a and b. Adamic and showed how sim-

ilar nodes are linked analyzing text, out-links, in-links and

mailing lists from homepages of students of Massachusetts
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Institute of Technology (MIT) and Stanford University [50].

The index is computed as:

SAAI(a,b) = ∑
z∈Γ(a)∩Γ(b)

1

logkz

. (9)

where z is a common neighbor to nodes both a and b

and k is the degree of node z.

3.1.10. Resource Allocation Index

Resource Allocation index [22] is calculated based on the

intermittent nodes connecting node a and b. The similarity

index SRAI is defined as the amount of resource node a re-

ceives from node b through indirect links and each interme-

diate link contributes an unit of resource. Also, SRAI(a,b)

is symmetric to SRAI(b,a):

SRAI(a,b) = ∑
z∈Γ(a)∩Γ(b)

1

kz

. (10)

Equations (9) and (10) differs only in their denominator

as the former takes the logarithm of the denominator. As

a result, for a same pair of nodes Adamic-Adar index always

assigns a higher score compared to Resource Allocation

Index.

3.2. Global Structure Based Similarity Index Methods

3.2.1. Katz Index

Katz index [51] is calculated considering all paths instead

of individual paths among node pairs. Like all global struc-

ture based similarity indices Katz index considers paths of

length ≥ 2.

Katz score between two nodes a and b is calculated as

a sum of products of path length (of all length) and β a free

parameter used to control path weights. It is computed as:

SKatz(a,b) =

∞

∑
l=1

β l
· |paths<l>

ab | =

= β Aab + β 2
(A2

)ab + β 3
(A3

)ab + . . . (11)

where A is the adjacency matrix of the graph, |paths<l>
ab |

is the set of all paths with length l connecting nodes a

and b. When β is very small Katz index will be similar

to Common Neighbor method of link prediction defined in

Subsection 3.1.1. Scalability of Katz index is discussed

in [52] implementing it on Hadoop parallel Map/Reduce

tool [53], [54].

3.2.2. Average Commute Time

Average Commute Time (ACT) [14] is defined as the

average number of steps required for a random walker to

reach node b starting from node a. For computation sim-

plicity pseudo-inverse of Laplace matrix is used for repre-

senting the commute time between node a and node b. It

is computed as:

SACT (a,b) =

1

l+aa + l+bb −2l+ab

, (12)

where a and b are nodes, l+aa is corresponding entry in

Laplacian Matrix, L+.

3.2.3. Random Walk with Restart

Random Walk with Restart [55] Index is calculated for

similarity between nodes. Other variations to this ap-

proach include SimRank [56], Neighborhood Formation

and anomaly detection [57], PageRank algorithm [58], Lo-

cal Random Walk [59]. Random Walk with Restart is com-

puted as:

SRWR(a,b) = qab + qba , (13)

where a and b are nodes, qab is the probability with which

a random walker starting at node a comes back to node a

itself visiting a random neighbor, mathematically stated if

a random walker visits random neighbor of node a with

probability c and returns to node a with probability 1− c.

qab and qba are not symmetric. It is similar to Rooted

PageRank index [14].

3.2.4. SimRank

SimRank [56] is calculated for node similarity between

nodes, intuition behind SimRank similarity index is two

nodes are similar if they are referred by similar nodes [60].

SimRank SSimRank(a,b) is recursively computed as:

SSimRank(a,b) = C
∑z∈Γ(a)

∑z′∈Γ(b)
SSimRank(z,z

′
)

ka · kb

, (14)

where z is the set of neighbors of node a (Γ(a)) and z′ is

the set of neighbors of node b (Γ(b)). C ∈ [0 . . .1] is the

decay factor. S(a, a) = 1 is assumed and indicates each

node is similar to itself [60].

3.2.5. Escape Probability

Escape Probability [61]–[63] is a global structure based

link prediction algorithm computed as:

SEP(a,b) =

Q[a,b]

Q[a,a]Q[b,b]−Q[a,b]Q[b,a]

, (15)

where a and b are nodes, Q =
RPR

1−βRPR
, and RPR is the

rooted page rank algorithm, which is similar to Random

Walk with Restart similarity measure [63].

3.2.6. Leicht Holme Newman Index-2

Leicht et al. [46] proposed a measure to define global struc-

ture based similarity measure and it is a path dependent
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method covering entire network. Leicht Holme Newman

index-2 SLNH2 is defined as:

SLNH2(a,b) = δab +

2M

kakb

∞

∑
l=0

φ lλ 1−l
(Al

)ab , (16)

where δab is Kronecker’s function, ka is the degree of

node a, kb is degree of node b, φ is a free parameter,

A is an adjacency matrix, M is the total number of edges in

the network, l is the path length and λ is an Eigen vector.

Two measures are proposed to predict links between nodes

in a network, one is local structure based link prediction

method (shown in Subsection 3.1.7) and other is global

structure based link prediction method (Subsection 3.2.6).

3.3. Quasi-Local Structure Based Similarity Index

Methods

3.3.1. Local Path Index

Local Path index [22], [64] is a similarity score calculated

between nodes similar to local structure based methods but

by considering paths of length > 2. Local Path index SLPI

is computed as

SLPI(a,b) = A2
+ εA3

+ ε2A4
+ . . .+ εn−2An

, (17)

where A is the adjacency matrix, ε is a free parameter and

n > 2. Equation (17) will be equal to common neighbors

similarity index if ε is zero. If ε = 0, Eq. (17) reduces

to SLPI(a,b) = A2, which is similar to Common Neighbors

similarity based index defined in Subsection 3.1.1. Local

Path index is computed for path with length > 2 with undi-

rected edges. Recently Wang et al. [65] proposed a varia-

tion to local path index method to predict links in a directed

network.

3.3.2. Local Random Walk

While computing Local Random Walk index [59] SLRW,

random walker is put on node a and initial density is given

by ~πa(0) = ~ea, which will evolve as ~πa(t + 1) for t ≥ 0.

Local Random Walk index SLRW is computed as:

SLRW (a,b)(t) = qaπab(t)+ qbπab(t) , (18)

where a and b are nodes, q is the initial configuration t

represents the initial density at time t = 0 and later for

t ≥ 0.

3.3.3. Superposed Random Walk

Superposed Random Walk proposed by Liu and Lü in [59]

is the sum of all Local Random Walk in the network. Su-

perposed Random Walk SSRW (a,b)(t) is computed as:

SSRW (a,b)(t)=
t

∑
τ=1

SLRW (a,b)(τ)=

t

∑
τ=1

[

qaπab(t)+ qbπab(t)
]

,

(19)

where a and b are nodes, SLRW is defined in Eq. (18) and

t denotes the time steps.

3.3.4. Extended Jaccard Index

The Jaccard index is defined as a similarity index to iden-

tify possible link between nodes in common neighborhood.

Jaccard index is a local structure based algorithm and con-

siders paths of length 2. With a notion that the nodes tend

to connect in path length are more likely to connect in path

length ≥ 2, Chartsias [52] proposed extended Jaccard al-

gorithm and implemented on Hadoop parallel Map/Reduce

tool for scalability.

Extended Jaccard index is computed as:

SJaccard(a,b) =

|Γd(a)∩Γd(b)|

|Γd(a)∪Γd(b)|

, (20)

where a and b are two nodes and Γd(a) and Γd(b) denote

the set of extended neighbors of nodes a and b respectively

at hops 1 . . .d for each of the node.

3.3.5. FriendLink

Papadimitriou et al. [66] defined FriendLink algorithm for

measuring similarity between nodes. FriendLink algorithm

is a quasi-local structure based algorithm and uses paths of

length ≥ 2. Similarity measure SFriendLink is computed as:

SFriendLink(a,b) =

l

∑
i=2

1

i−1
.

|pathsi
a,b|

∏i
j=2(n− j)

, (21)

where n is the number of vertices in graph, l is the path

length considered l ≥ 2, 1
i−1

is the attenuation factor that

weights path according to length l. ∏i
j=2(n − j) is the

number of possible length l-paths from a to b.

4. Summary and Discussion

Local structure based methods of link prediction computes

the similarity score based on common neighbors which

gives an accurate measure to know link structure arising

between nodes. Such measure is computed only between

nodes of path length 2 and not beyond that. As a result

some interesting and potential links may be missed and also

as a matter of fact it will be difficult and time consuming

for computing similarity score for all nodes in network.

Developing parallel algorithms for such task seems to be

interesting but not yet explored.

Global structure based methods of link prediction com-

putes similarity score based on global link structure of

graph and computed for nodes having path length > 2.

As a result many interesting and potential links can be in-

dentified which are being missed in local structure based

link prediction methods. But calculating similarity measure

based on global structure is time consuming and difficult

in case of large networks such as online social networks

where petabytes of data has to be analyzed for predict-

ing links. Developing scalable global structure based algo-

rithms seems to be interesting field but not yet investigated

in full pledge except a handful of attempts [52], [66]–[68].
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Table 1

Summary of similarity based link prediction algorithms

Link prediction technique Local Global Quasi-local Scalability

Common Neighbor X

Not investigated

Salton index X

Jaccard index X

Sørenson index X

Hub Promoted index X

Hub Depressed index X

Leicht Holme Newman index-1 X

Preferential Attachment index X

Adamic-Adar index X

Resource Allocation index X

Katz index X Investigated

Average Commute Time X

Not investigated

Random Walk with Restart X

SimRank X

Escape Probability X

Leicht Holme Newman index-2 X

Local Path index X

Local Random Walk X

Superposed Random Walk X

Extended Jaccard index X
Investigated

FriendLink X

Quasi-local structure based methods of link prediction

seems to be more accurate than local link structure based

link prediction algorithms. Starting with neighborhood of

nodes similar to local structure based methods, quasi-local

structure based methods cover entire network by consider-

ing all paths between nodes of length more than 2. Some

of the methods such as FreeLink, Extended Jaccard are

been verified for scalability issues. Further developing al-

gorithms able to compute similarity index for entire net-

work with more accuracy and scalability seems to be inter-

esting problem to work on.

In all the methods discussed in Section 3, information about

the local communities are not considered while calculating

similarity index. By considering local information about

community while calculating similarity index, precision

of link prediction increases as shown by Soundarajan and

Hopcraft [69] for Common Neighbor and Resource Alloca-

tion. But the method proposed by them is not being further

explored over other link prediction methods and other bench

mark datasets. It will be interesting to investigate similarity

based link prediction with local information about commu-

nity as it can be further extended to Louvain method [70]

proposed by Blondel et al.

5. Conclusions

In this survey, authors have reported similarity based link

prediction algorithms existing in literature and possibility

of future research issues. Summary of these methods is

given in Table 1. This paper serves as a starting point for

researchers and novice readers interested in understanding

basics of link prediction in online social networks in gen-

eral and local structure based link prediction methods in

particular.
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[4] R. Guimerà and M. Sales-Pardo, “Missing and spurious interac-

tions and the reconstruction of complex networks”, Proceedings

of the National Academy of Sciences (PNAS), vol. 106, no. 52,

pp. 22073–22078, 2009.

[5] E. M. Airoldi, D. M. Blei, S. E. Fienberg, and E. P. Xing, “Mixed

membership stochastic block models for relational data with applica-

tion to protein-protein interactions”, in Proc. Int. Biometrics Society

Annual Meeting ENAR 2006, Tampa, FL, USA, 2006.

[6] U. M. Singh-Blom, N. Natarajan, A. Tewari, J. O. Woods,

I. S. Dhillon, and E. M. Marcotte, “Prediction and validation of

gene-disease associations using methods inspired by social network

analyses”, J. PLOS One, vol. 8, no. 9, 2013.

[7] S. Milgram, “The small world problem”, Psychology Today, vol. 2,

no. 1, pp. 60–67, 1967.

[8] S. Goel, R. Muhamad, and D. Watts, “Social search in small-world

experiments”, in Proc. 18th Int. Conf. World Wide Web WWW’09,

Madrid, Spain, 2009, pp. 701–710.

[9] Y. Sun, R. Barber, M. Gupta, C. C. Aggarwal, and J. Han, “Co-

author relationship prediction in heterogeneous bibliographic net-

works”, in Proc. Int. Conf. Adv. Social Netw. Anal. Mining ASONAM

2011, Kaohsiung, Taiwan, 2011, pp. 121–128.

92



Similarity Index based Link Prediction Algorithms in Social Networks: A Survey

[10] M. E. Newman, “The structure and function of complex networks”,

SIAM Rev., vol. 45, no. 2, pp. 167–256, 2003.

[11] Z. Yin, M. Gupta, T. Weninger, and J. Han, “Linkrec: a unified

framework for link recommendation with user attributes and graph

structure”, in Proc. 19th Int. Conf. World Wide Web WWW’10,

Raleigh, NC, USA, 2010, pp. 1211–1212.

[12] U. Shardanand and P. Maes, “Social information filtering: algo-

rithms for automating «Word of Mouth»”, in Proc. SIGCHI Conf.

Human Fact Comput. Syst. CHI’95, Denver, CO, USA, 1995,

pp. 210–217.

[13] S. Hill, F. Provost, and C. Volinsky, “Network-based marketing:

identifying likely adopters via consumer networks”, Statistical Sci.,

vol. 21, no. 2, pp. 256–276, 2006.

[14] D. Liben-Nowell and J. Kleinberg, “The link-prediction problem

for social networks”, J. American Soc. for Inform. Sci. & Technol.,

vol. 58, no. 7, pp. 1019–1031, 2007.

[15] X. Li and H. Chen, “Recommendation as link prediction in bipartite

graphs: a graph kernel-based machine learning approach”, Decision

Support Syst., vol. 54, no. 2, pp. 880–890, 2013.

[16] F. Ricci, L. Rokach, and B. Shapira, Introduction to Recommender

Systems Handbook. Springer, 2011.
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Abstract—Broadband and ultra-wideband signals are increas-

ingly used in modern radio systems. Traditional performance

of evaluation antennas operating with narrowband signals are

not always adequately reflect the characteristics of broadband

antennas, at least in view of the frequency dependence of the

antenna pattern. Accounting for broadband signals the anten-

nas becomes important in the low-frequency range of the spec-

trum. Systems using these types of signals may include control

of the atmosphere and measuring its frequency-selective prop-

erties in the range meter and decameter wavelengths. Possibil-

ity of spatial selection based on focusing of broadband signals

in this case promises to implement a number of additional fea-

tures. Therefore, it is important to evaluate the properties of

antennas based on the spectral content of the signal, as well as

taking into account the ways of its processing in the receiving

equipment. Consideration features of functioning the antenna

array, focused on broadband signal is devoted to this article.

Keywords—antenna array, broadband antenna, broadband sig-

nal, focusing on the broadband signals.

1. Introduction

The narrow-band antennas, often used to form the fields

of radiation (or reception) in the far field, performing the

required functions in a relatively small band ∆ f/ f0 ≪ 1.

These frequency boundaries of directional characteristics

do not undergo significant change and are considered in

analysis and synthesis of antennas for monochromatic sig-

nal with a frequency f0. The finiteness of frequency band

in these cases taking into account only when considering

matching antenna feeder.

The broadband antenna is considered as antenna designed

to operate in the relative frequency band ∆ f/ f0, amounts to

no more than several tens of percent. In these cases, anten-

nas are used in radio systems using relatively narrow-band

signals. These antennas should provide radiation and re-

ception at f0 rearrangements carrier frequency within a de-

sired frequency range. The behavior of antennas within

the frequency band ∆ f is also insignificant and is not

considered in estimates of the directional properties. The

required broadbandness of such antennas is determined

mainly as ensuring harmonization within a predetermined

frequency range.

An ultra-wideband (UWB) antenna is composed of two

fundamentally different groups. The first is represented by

antennas with constant directivity and matching character-

istics in a wide frequency band. The fundamental princi-

ples of the independence of the frequency characteristics

of antennas installed in the 1950s, is well known [1]. In

most practical applications, such UWB antennas are used

in radio communication, sending or receiving radio sig-

nals with low or average values of the relative width of the

spectrum, but with possibilities of changing its center fre-

quency in a wide range. Special group of UWB antennas

are for of radio facilities, mainly radars, with high value of

the absolute width of the signal spectrum, for their part of

the order of 0.5 GHz and more. These signals can be cre-

ated with carrier frequencies equal centimeter or millimeter

wave. The antennas providing transmitting and (or) receiv-

ing may be in the class of relatively narrow band. In those

cases, where the carrier frequencies are shifted to a lower

range, the antenna must be capable of operating with radio

signals fractional bandwidth which

fmax − fmin

0.5( fmax + fmin)
≫ 1 .

Antennas used in such radio facilities, have a number of

significant differences from the traditional. There are cur-

rently substantial number research studies of such antennas,

for example [2]–[4].

Basic fundamental difference of UWB antennas properties

as part of radio facilities is that every antenna is character-

ized by changes in the frequency characteristics of the trans-

mission and reception. In radio devices with a relatively

narrow bandwidth such changes in the frequency band cor-

responding to the signal spectrum may be disregarded. For

this reason, such indicators as the antenna pattern, antenna

directivity are assumed constant in the frequency band sig-

nal and introduced to a monochromatic signal. For UWB

radio antennas, these changes may be so significant that

they cannot be neglected and it is necessary initially to

reckon with the presence of a significant frequency depen-

dence of the directional characteristics F(θ ,ϕ , f ). Under

these conditions, it is possible to determine the directional

properties of the antenna apart from the spectral composi-

tion of the emitted radio signal and a method of treatment

in the receiving equipment. Therefore, the definition of

the antenna pattern composed of UWB radios is ambigu-

ous. Moreover, it is considered that in these circumstances,

there may be a mismatch patterns in transmit and receive

modes. The authors will illustrate the situation in a simpli-

fied presentation.

95



Denis A. Vedenkin, Yuri E. Sedelnikov, and Aydar R. Nasybullin

2. UWB Signals Transmitting and

Receiving by Antennas

2.1. Transmit Mode

When the antenna radiates UWB signal with a spectrum

G( f ), the intensity of the electric field in the direction

(θ ,ϕ) can be written as:

E(θ ,ϕ , f ) = F(θ ,ϕ , f )G( f ) . (1)

To evaluate the integral effect is necessary to know ex-

actly how to use the energy of the electromagnetic field in

Eq. (1), which provides not enough information about the

antenna already. Depending on the purpose of applying,

the concept of the radiation pattern is filled with a different

meaning. In some cases, in microwave technology, result-

ing effect may be evaluated by energy radiated signal in the

direction (θ ,ϕ):

∣

∣

∣
FTR.en

UW B (θ ,ϕ , f )

∣

∣

∣

2

=

f0+∆ f
∫

f0−∆ f

∣

∣

∣

∣

F(θ ,ϕ , f )G( f )

∣

∣

∣

∣

2

d f , (2)

where f0 and 2∆ f are the average frequency and the band-

width of the transmitted signal.

The power of the received UWB signal can be viewed as

the result of the linear filter with frequency response re-

ceiving device K( f ). In this case the antenna pattern in the

transmission mode is defined as:

∣

∣

∣
F

T R.sign
UW B

∣

∣

∣

2

=

∣

∣

∣

∣

∣

∣

f0+∆ f
∫

f0−∆ f

F(θ ,ϕ , f )G( f )K( f )d f

∣

∣

∣

∣

∣

∣

2

. (3)

Difference in antenna pattern given by Eqs. (2) and (3) is

evident. Also well visible is another fact – the directional

properties of the antenna in the transmit mode to a certain

extent depend on the properties of the receiver.

2.2. Receive Mode

The EMF is induced in the UWB antenna with a spec-

trum G( f ), and thus the radiation pattern in the receive

mode, can be represented by the value F(θ ,ϕ , f )G( f ). The

linear receiver performs the function of a weighted sum-

mation of the amplitudes of the oscillations in the band

[ f0 −∆ f , f0 + ∆ f ] with frequency characteristics Krec( f ).

The radiation pattern in the receive mode may be deter-

mined by the resulting output of the received signal:

∣

∣

∣
F

REC.sign
UW B

∣

∣

∣

2

=

∣

∣

∣

∣

∣

∣

f0+∆ f
∫

f0−∆ f

F(θ ,ϕ , f )G( f )K( f )Krec( f )d f

∣

∣

∣

∣

∣

∣

2

. (4)

Comparison of patterns of representations given by

Eqs. (2)–(4) illustrates the well-known fact, which is treated

as a contrast, in general, antenna pattern for UWB signals

in the receive and transmit modes. To consider more strin-

gent formulations the categories of antenna pattern, gain,

as well as additional properties of UWB antennas as part of

radio in the case of far field one can refer to article [2]–[4].

Behavior and properties of antennas in the area near the

radiated field are not considered to date. In this paper

some results for antenna arrays, focused on UWB signals

are presented.

3. Antenna Arrays with UWB Radio

Equipment

The antenna array in the near radiated field zone can be

represented using a matrix model. As a partial result of

these representations, it is possible to completely correct

use of the current model as a linear combination of the par-

tial patterns of array elements with weights with the physi-

cal meaning of radiating currents. For antenna arrays com-

posed of UWB resources necessary to apply to a complete

model of the array [5], [6].

Let us consider antenna array as a union of a finite number

of emitters and switchgear (Fig. 1, U f – incoming wave).

For antenna arrays a matrix model with element wise ac-

count the effects of mutual coupling of emitters is sufficient,

visual and convenient for practical use.

InputUf inp

Uf inp

Emitters [ ]SA

Switchgear [ ]S

Fig. 1. Antenna array model.

According to the matrix model the distribution of the elec-

tric field generated by the emitters system in the near ra-

diated field zone is determined by the scattering matrix of

the inputs [SA( f )]. The partial distribution of fields is cor-

responding to the antenna array element radiation pattern

ei(x,y,z, f ) when excited input unit incident wave in the

presence of matched loads connected to the other input,

and the scattering matrix switchgear [S( f )].

[S( f )] =

[

Sb
11( f ) Sb

12( f )

Sb
21( f ) Sb

22( f )

]

, (5)

where Sb
11( f ) is an input reflection coefficient of the

switchgear, Sb
21( f ) is the transmission coefficients from in-

put to output and Sb
22( f ) is the transmission coefficients

between the outputs. In addition Sb
12( f ) = Sb

21( f ).
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For a monochromatic signal with frequency f the spatial

field distribution of the antenna array is represented as:

E(x,y,z, f ) =

〈

e(x,y,z, f )
∣

∣U f ( f )
〉

, (6)

where |U f ( f )〉 is the column vector of complex amplitudes

of the incident waves at emitters entrance. Those values

are determined by the properties of the emitters and the

switchgear:

|U f ( f )〉 =

1

E − [Sb
22( f )]

[

[SA( f )]
]

∣

∣Sb
21( f )

〉

. (7)

Equations (6) and (7) give an accuracy sufficient for most

practical purposes, to determine the strength of the electric

field in the excitation input switchgear unit amplitude in-

cident wave with frequency f . The representation for non

monochromatic signal can be carried out based on the rela-

tions (2)–(4). Equations (6)–(7), together with (2)–(4) high-

light the fundamental properties of the antenna consisting

UWB radio: spatial distribution of the fields generated in

the transmission mode and the corresponding parameters in

the receiving mode depend (including the frequency depen-

dency) of the scattering matrix dispenser. This means that

these parameters cannot be identified apart from properties

of the feeder devices in the array.

Accordingly, the current model of the antenna can be used

only with certain assumptions. Formally, the spatial dis-

tributions of the fields produced by the antenna array in

the zone near the radiated field, for each value of the fre-

quency f . In the far field they may be determined as:

E(x,y,z, f ) =

〈

eI(x,y,z, f )|I( f )
〉

, (8)

where 〈eI(x,y,z, f )| is partial distribution of the fields of

array elements defined with respect to single radiating cur-

rents in the emitter. The therm “formally” used in this case

means that the properties of the array are not determined by

its structural elements, but also of the declared frequency

characteristics of the radiating currents |I( f )〉.

Thus Eqs. (6) and (7) together with (2)–(4) allow to de-

termine the electromagnetic field in the near radiated

field zone with used properties emitters of antenna array

〈e(x,y,z, f )|, [SA( f )] and the switchgear [S( f )].

Subsequently, the analysis of the main differences between

electromagnetic field focused using wideband signals and

a monochromatic signal, use the concepts of current model

taking into account the reservations made earlier in this

paper.

4. Antenna Arrays

The ability to focus the radiation of the electromagnetic

field in a certain region of space opens up a number of

antenna technology capabilities. The task of building aper-

tures focused, the purpose of operation and properties eval-

uation was in aim of many papers, for example [7], [8].

Generally, these studies examined organizations focused on

the field of a monochromatic signal for coherent radiation

of electromagnetic energy. In [9] the following properties

of focused apertures are introduced and quantified: energy

gain, stealth factor, and the dimension of the focus. Some

of them, for distances up to the point of focus of 10 to 90

km, are represented in the Figs. 2 and 3.
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10 km 30 km50 km 70 km90 km

Fig. 2. The size of the area of focus: (a) lengthwise, (b) trans-

verse. (See color pictures online at www.nit.eu/publications/

journal-jtit)

The possibility of using wideband signals to solve focus

problem opens up new possibilities in the construction of

these systems. However, their technical implementation is

determined by the properties of transmitters and receivers

that work with broadband signals. Articles devoted to fo-

cusing on the UWB signals are not known to the general

public. Hence, more details would be presented here.

4.1. Transmit Mode

For a discussion of the most significant properties of the fo-

cused UWB antenna arrays radio equipment, differentiating

them from the case of monochromatic radiation signal, in

the case of linear equidistant antenna array (Fig. 4) is con-

sidered. In such an area the representation of the electric

field in the form is:

Ex(x,z, f ) =

N

∑
−N

In( f )exn(x,z,nd, f ) , (9)

Ex(x,z, f ) =

N

∑
−N

In( f )ezn(x,z,nd, f ) , (10)

E(x,z, f )2
= |ex(x,z, f |2 + |ez(x,z, f )|2 , (11)
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Fig. 3. Properties focused aperture coefficients: (a) efficiency,

(b) secrecy.
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Fig. 4. Linear antenna array.

where:

exn(x,z,nd, f ) =

= g
(

θ (x,z,nd, f )
)

cosθ (x,z,nd)

e jk( f )r

k( f )r(x)
, (12)

ezn(x,z,nd, f ) =

= g
(

θ (x,z,nd, f )
)

sinθ (x,z,nd)

e jk( f )r

k( f )r(x)
, (13)

g(θ ) – the radiation pattern of the emitter

arg
(

In( f )
)

= −k( f )r(x0,z0,nd) . (14)

In many applications the most appropriate indicator of

the properties of focused antenna array is the spatial dis-

tribution of the electromagnetic energy in the form given

by Eq. (2). The picture of the spatial distribution of

|FT R.en
UW B (θ ,ϕ ,∆ f )|2 to signal spectrum that is symmetric

about the center frequency, in essential details similar re-

peats E(x,z, f )2 at the central frequency signal spectrum

is presented in Figs. 5 and 6. The most notable difference

is specified for the gratings with a pitch of the order of

a wavelength or more, for which there is some reduction

in the far side lobes similar diffraction lobe in the antenna

array pattern in the far field. In Figs. 5–6 the antenna ar-

ray of 11 emitters with a pitch equal to the wavelength at

the center frequency f0 is used, radiation pattern of the el-

ement – cosθ , polarization – along the aperture, and the

range of power-triangular. Focus point (0.5λ ), (a) the rel-

ative bandwidth ∆ f/ f0 = 0.01, (b) 2∆ f/ f0 = 0.5.
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Fig. 5. Spatial distributions |FTR.en
UWB (θ ,ϕ,∆ f )|2.
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Fig. 6. Spatial distributions |FT R.en
UWB (θ ,ϕ,∆ f )|2: (a) in a direction

parallel to the aperture, (b) perpendicular to the aperture.

Thus, in a focused antenna array for broadband signals

symmetric about the center frequency f0 spectrum holds

important feature: the spatial distribution of energy near

the focus point substantially coincides in shape with the

spatial distribution of the squared modulus of the electric

field at f0.

4.2. Receive Mode

Receiving UWB signals using multielement systems

(MIMO technology) [10] can be carried out in various em-

bodiments. In this section, the case when the antenna array

is made the traditional way, and operates as part of an UWB

receiver that linear filtering signals from its output (Fig. 7)

is considered.

Antenna
arrayI x, y, zz( )

I x, y, zx( )

U x, y, z( )
K f( )

f2

f1

Fig. 7. Antenna array in receive mode.

For linear antenna the amplitude of the output signal

Ux(x,z) when receiving the radiation source with unit am-

plitude spectrum G( f ) (polarized parallel to the aperture

and located at the point (x,z)) is:

Ux(x,z) =

f2
∫

f1

K( f )G( f )
N

∑
−N

In( f )exn(x,z,nd, f ) . (15)

Similarly, for a source of polarized perpendicular to the

aperture:

Uz(x,z) =

f2
∫

f1

K( f )G( f )
N

∑
−N

In( f )ezn(x,z,nd, f ) . (16)

Equations (15) and (16) characterize the spatial selectiv-

ity of the system “array plus receiver”. As can be seen

from (15) and (16) directional properties depend not only

on the parameters of the antenna array, i.e. array step and

amplitude-phase distribution In( f ), −N ≤ n ≤ N, but also

on the range signal G( f ) in the frequency band f1 ≤ f ≤ f2

and the weighting function K( f ).

The function defined spatial selectivity of the system

in receiving mode should be different from the corre-

sponding values for monochromatic signal at frequency f

within a given band, characterized by values Ex(x,z, f ) and

Ez(x,z, f ) – Eqs. (9)–(13).

Let us consider qualitatively essence of these differences,

assuming that the amplitude distribution In( f ) does not de-

pend on the frequency and phase – corresponds to the focus

point (0,z0), located on the axis of symmetry of the antenna

array in the direction normal to the aperture. In this case,

antenna array receive only from the source of radiation po-

larized parallel to the aperture. The spatial characteristics

of the electoral system in the receiving mode is the value

of Ux(x,z).

4.3. Characteristic Properties

In this subsection consideration of the characteristic prop-

erties and difference from the case radio reception focused

grating monochromatic signal to conduct linear equidistant

grating with a uniform frequency independent amplitude

distribution is provided.

The character of magnitude changes Ux(x,z) when receiv-

ing a wideband signal is characterized by a significant im-

provement in the focusing direction perpendicular to the

aperture. Change in the plane parallel to the aperture is

not so significant. The width of the main peak is located

at a symmetric spectrum of the emitted signal. The side

lobe levels are reduced and are almost unchanged. The no-

ticeable decrease is in the side lobes arising from the lat-

tice spacing a 0.7 . . .1 wavelength at the average frequency

spectrum of the signal – see Fig. 8.

The signal spectral composition is symmetric about the cen-

ter frequency, as would be expected, and there has been

a noticeable change in the peak width. The most significant

changes are related to the side lobes levels for signals with
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Fig. 8. The spatial dependence of the Ux(x,z) amplitude for the

monochromatic signal (solid line) and a wideband signal (dotted

line) in the direction of: (a) a parallel aperture, (b) perpendicular

to the aperture.

a predominance of high frequency components the side-

lobe levels increase significantly with a slight decrease in

the direction normal to the antenna – Fig. 9.
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Fig. 9. Functions: (a) Ux(x,z0), and (b) Ux(0,z) in a monochro-

matic signal (dashed line) and the signal with the spectrum of

type 1− f / f0 (solid line) and f / f0 (dotted line).

The type of used weight function also significantly affects

the characteristic spatial selectivity. In assessing this ef-

fect it makes sense to compare the two versions of the

weighting functions: K( f ) = 1 (the receiver with a uni-
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Fig. 10. Curves of: (a) Ux(x,z0) and (b) Ux(0,z) for the pro-

cessing of the received signal with a uniform and matched fil-

tering.
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Fig. 11. Curves of: (a) Ux(x,z0) and (b) Ux(0,z) for the proces-

sing of the received signal with a uniform and matched filtering.
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form frequency response) and K( f ) = |G( f )|, correspond-

ing to the matched filtering case. As the assessment con-

ducted under symmetric spectral function G( f ), the differ-

ence from the functions of spatial selectivity Ux(x,z) at the

uniform and consistent filtration is not observed. However,

as one would expect the level of Ux(x,z) is at the focal point

above – Fig. 10.

5. Conclusions

To sum up, once again draw attention to the difference func-

tion, which characterizes the spatial selectivity in receiving

mode |FREC
UW B|

2
= |Ux(x,z)|

2 and functions |FT R.en
UW B (θ ,ϕ , f )|2,

determining the spatial distribution of energy in the trans-

mit mode. One can see, that at wide band signal, this

difference can be considerable (Fig. 11).

In all cases, the antenna array consisted of 11 emitters with

a uniform amplitude distribution and orientation diagram-

matic form cosθ increments of the wavelength is focused

on the axis of symmetry at a distance of five wavelengths.

The signal spectrum is triangular in the band of ±5% f0

(narrowband) and ±25% f0 (broadband). In the transmis-

sion mode field distribution in space – energy EMF. In

receive mode, and in the same conditions, but in the as-

sumption of the matched filter with a frequency response

spectrum of the signal, and when receiving basic compo-

nents of the field, i.e. antenna is oriented to receive the

main components.
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Abstract—In this article questions related to the development

instantaneous radio frequency measurement system based on

application in them original ways of the amplitude-phase mod-

ulation transformation of single-frequency optical carrier by

a radio signal in symmetric two-frequency and measuring

“frequency-amplitude” transformation in fiber Bragg grating

with special profile are considered. Such systems have broad

prospects for use in telecommunications, military systems and

for environmental monitoring.

Keywords—amplitude-phase modulation, transformation, fiber

Bragg grating, instantaneous frequency, radio photonics.

1. Introduction

With development of radio photonics the measurement sys-

tems of radio signals instantaneous frequency (MSRSIF)

become one of perspective tools applied in various military

and civil systems, designed on the principles of complex

processing of radio signals in the optical range of electro-

magnetic waves.

In comparison with classical methods [1], which use radio-

electronic multichannel technologies, radio photonic MSR-

SIF have essential advantages on the wide frequency and

amplitude range of measurements, small losses, a high

electromagnetic noise stability, and also simplicity, com-

pactness and small weight [2]. Traditional electronic tech-

nologies of MSRSIF [1] estimating phase change rate, by

selecting radio signal carrier (continuous or pulsed) with

highest amplitude. The system receives signal measure-

ments for a fixed period time in a multi frequency de-

vice, where multi-channel feature is designed by narrow-

band phase discriminator. Radio photonic MSRSIF tech-

nology [2] includes modulation transformation of opti-

cal carrier by radio signal. With the “time-frequency”,

“frequency-space” or “amplitude-frequency” measurement

conversion types, opto-electronic transformation in the pho-

todetector and calculating temporal, spatial or amplitude ra-

tio function is uniquely dependent on the measured signal

frequency (compared to reference) to eliminate the influ-

ence of instabilities.

The modulation of intensity or phase in Mach-Zehnder

Modulator (MZM), parallel modulation of the intensity and

phase in the polarization modulator (PolM) are used for

modulation transformation [3]–[5]. There is conducted re-

search method on the using only amplitude modulation with

suppressed optical carrier in MZM and PolM circuits, dur-

ing their operation in the “zero” point of the modulation

characteristic.

MSRSIF is seen as the most forward-coding technologies

of determining the frequency with “amplitude-frequency”

transformation type in optical mediums, including those in

Fiber Bragg Grating (FBG) [6]–[8]. Benefits of using FBG

are in a unique transformation of the measured frequency

to the amplitude of the reflected or transmitted radiation

of optical carrier, modulated by RF signal, and the possi-

bility of a simple fabrication. The main disadvantages of

the FBG are monotone measuring conversion to the cen-

tral wavelength and the high level of gratings response on

temperature and deformation. In typical implementation

the amplitude and phase modulation the bandwidth defined

sidebands are usually two or four times the measured fre-

quency. This leads to the need for “wide-band” FBG, with

a low reflectance and monotonic profile in the resonance

region.

In recent years, a significant attention is paid to determin-

ing the spectral characteristics of the optical fiber selective

structures based on the use as probing signal a symmetrical

two-frequency or polyharmonic continuous wave with sup-

pressed carrier. The signal is synthetized from the carrier

using its sequential amplitude phase modulation transfor-

mation (AFMT) by the Ilyin-Morozov method. It is based

on 100% amplitude modulation of a single frequency co-

herent radiation with sequential switching on the π phase,

while the envelope of amplitude modulated radiation pass-

ing the minimum [9]–[12]. Its features include high spectral

purity of the output radiation and the conversion factor, as

well as the possibility of obtaining the difference frequency

equal to the modulation frequency. The latter feature was

never before used in applications of optoelectronic systems,

and is the basis for this work.
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The conducted analysis allowed to formulate the design

requirements for the radio photonic MSRSIF, which are

the need to use in its structure only one laser, a minimum

of one modulator, one FBG and possibly only one narrow-

band photodetector [13]–[17]. General requirements for

the monitoring channel of operating modes are determined

by the need to use a symmetric dual-frequency radiation

to control the position of the FBG central wavelength and

control the amplitude modulators operating point [18], [19].

2. The Amplitude-phase Modulation

Conversion of Optical Carrier

In this section authors briefly discuss features of AFMT and

forming signal a symmetrical dual-frequency radiation with

suppressed carrier by radio. In the analysis a classic gen-

eralized scheme of single-port radio photonic conversion

unit for modulating the optical carrier is considered [20],

which has been transformed from parallel to serial circuit

type (Fig. 1) in order to implement the AFMT method of

Ilyin-Morozov.

MZMLD PM FBG PD

Ps( )w

E tin( ) E toutMZM
( ) E toutPM

( ) E tout( )
RFOUT

VB

fRF fRF /2

P tRF( )H( )w

Fig. 1. A generalized block diagram of serial type single-port

radio photonic unit of modulation conversion: LD – laser diode,

MZM – Mach-Zehnder modulator, PM – phase modulator, FBG –

fiber Bragg grating, PD – photodetector.

The investigations showed the possibility of AFMT im-

plementing based on sequentially arranged amplitude and

phase MZM. The obtained equations were used to calculate

the spectrum of the radiation at the output of modulators.

It was shown that the AFMT implementation to obtain the

difference frequency equal to the measured frequency of

the radio signal is possible. The optimal modulation fac-

tor m = 5/9 in the case of modulating type oscillations as

S1(t) = S cos(2Ωt + π) and m = 1 in the case of oscilla-

tions of the form as S2(t) = S|sinΩt|, where Ω = fRF/2

and fRF – radio frequency. The radiation spectrum for the

two components of the modulator output in the case S1(t)

is described by:

EAPM(t) = 0.49E0

{

sin(ω0 + Ω)t − sin(ω0 −Ω)t
}

−

−0.007E0

{

sin(ω0 + 3Ω)t − sin(ω0 −3Ω)t
}

+ . . . , (1)

and in case of the modulation by oscillation S2(t):

EAPM(t) = 0.56E0

{

sin(ω0 + Ω)− sin(ω0 −Ω)t
}

+

+0.05E0

{

sin(ω0 + 3Ω)t− sin(ω0 −3Ω)t
}

+ . . . , (2)

As can be seen from Eqs. (1) and (2) the difference fre-

quency between the components of the two-frequency ra-

diation 2Ω equal to modulating signal frequency fRF . The

higher harmonics can be ignored due to their low ampli-

tudes. The narrowing of the difference frequency is twice

more as compared with the classical scheme of its doubling

applied in known radio photonic MSRSIF, using a single

amplitude MZM working at zero point of the modulation

characteristics to suppress the carrier.

3. Improving the Metrological

Characteristics of the Radio Photonic

MSRSIF

This section describes three methods of improving the char-

acteristics of existing radio photonic MSRSIF: widening

the range, increasing the measurements resolution at low

frequencies and sensitivity at high measured frequencies.

Let us consider a short theoretical substantiation of MSR-

SIF method with the widening conversion measurements

in twice frequency range. The block diagram for its im-

plementation is shown in Fig. 2a, an explanation of the

operating principle is shown in Fig. 2b, and the measuring

characteristics is presented in Fig. 2c. The optical carrier

from a laser diode LD at the frequency f0 is supplied to the

M2M and PM modulators block MB where is modulated

by unknown frequency fRF and amplitude ARF microwave

signal, and then divided into two channels in the optical

splitter OS.

On first channel the radiation through the circulator C en-

trance is fed to FBG, and then reflected from it and from

the output C is applied to the first photodetector PD1. The

second channel with PD2 is used as a reference. The micro-

controller MCU detects the microwave signal and computes

the parameters according to the ratio of the signals ampli-

tudes from PD1 and PD2 output using the amplitude com-

parison function, that uniquely depends on the frequency of

the microwave signal and does not depends on the power of

the laser radiation. According to the Eqs. (1) or (2) the out-

put radiation from MB is a dual-frequency with f0 − fRF/2

and f0 + fRF/2 sidebands and suppressed carrier f0. Am-

plitude of the components A−1 and A
+1 are determined by

the value of the Bessel function.

The output current of PD2 from the reference channel is

proportional to

i(t) ∝ A2
−1 + A2

+1 + A−1A
+1 cos2π fRFt , (3)

and DC detecting power at A−1 = A
+1 = A1:

PRF ∝ A2
−1 + A2

+1 = 2A2
1 . (4)

For amplitude-frequency measurement conversion, a clas-

sical FBG with a Gaussian profile of the envelope with

center frequency fB is chosen, which is characterized by

dependence

R( fRF) = RB e
−4 ln2

(

fRF − fB
∆ fB

)2

, (5)

where: RB – reflectance at f0, ∆ fB – full width at half

maximum of FBG.
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Fig. 2. To theoretical justification of the way of expand the

range of measured frequencies: (a) block diagram, (b) spectral

representation, (c) measuring characteristics.

Thus, when the FBG center frequency is tuned to the fre-

quency of the optical carrier, the two-frequency compo-

nents of radiation reflected from the FBG (depending on

the frequency) have amplitude:

AR
−1RF = AR

+1RF = A1R( fRF) , (6)

and the PD1 output power in the measuring channel:

PRRF ∝= 2A2
1R2

( fRF) . (7)

The frequency dependent function of the power ratio, de-

fined as ρ = PRRF/PRF , equal to:

ρ = R2
( fRF ) . (8)

Figure 2c shows a unique dependence between ρ and fRF ,

calculated in Matlab, which is independent of the laser

power and the power of the microwave signal.

Thus, knowing only the power ratio ρ , the instantaneous

frequency of microwave signal fRF could be determined.

The amplitude of the unknown microwave signal is deter-

mined by the output signal of PD2 at the calibrated power

of DFB-laser and the known characteristics of the modula-

tion conversion in the modulator block.

The difference frequency between the components of the

two-frequency signal is equal to the measured frequency,

allowing for the twice extension the range of measured

frequencies in comparison with the classical methods of

MSRSIF at a predetermined full width at half maximum

of FBG.

f1 f0 f2
R

fRF1 fRF2

f

f
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fRF

2
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f1 f0 f2R
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Fig. 3. MSRSIF test circuit for increasing the resolution of the

measurements in the area of low measured frequencies: (a) block

diagram, (b) spectral representation, (c) measuring characteristics,

(d) contour of band stop FBG1.2.
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In the next step let us consider a method to improve the

measurements resolution on the low measured frequency.

When using classical FBG in this area the monotonous

envelope is observed (Fig. 2b), resulting in a reduction

of measurement resolution. To improve FBG with π-phase

shift and frequency response with a special form has been

used, which has a transparency window in the low fre-

quencies. It allows to create dual-band setup. The block

diagram of the setup is shown in Fig. 3a, an explanation

to the principle of the work is presented in Fig. 3b, and

measuring characteristics is shown in Fig. 3c.

To separate signal ranges FBG1.2 was used with rectan-

gular form (Fig. 3d) in the frequency range from f1 to f2

(±4 GHz) to provide lower and higher channels and a spe-

cial switching algorithm in the MCU. Above 4 GHz PD1.1

and PD1.2 channel blocked by MCU. In frequencies up to

4 GHz the PD1.2 channel is activated by MCU, because

the signal level in the channel with PD1.1 lies below a pre-

determined threshold.

The results of numerical simulations in Matlab, confirming

the possibility of increasing the resolution in the low fre-

quencies to the level of resolution in the medium and high

frequencies of 0.8–1 GHz/dB are shown in Fig. 3c.

Based on the analysis of noise characteristics of radio pho-

tonic systems, implementing a variety of receiving variants

f1 f0 f2
R

fRF1

fDF

fDF

f
f
0
–

fRF

2
f
0
+

fRF

2

(a)

PD1.1

PD1.2

PD2 UFC

UFC

UFC

MCU

(b)

MZM MZMLD PM

E tin( )

VB

fRF
fDFfRF /2

MB
OS

V = 0B
(c)

Fig. 4. MSRSIP test circuit for increasing the sensitivity of mea-

surements in the field of high measured frequency: (a) spectral

representation, (b) block diagram of a receiver part, (c) block

diagram of a transmitter part.

of two-frequency radiation (in the band of the measured

frequency and constant component) a technique of splitting

components of two-frequency radiation at a fixed differ-

ence frequency fDF = 100 MHz is proposed, which is in

the region of photodetector minimal noise (Fig. 4a). This

provided a narrow-band receiving and registration of the

measured components amplitude according to the envelope

of split components (Fig. 4b) on fDF when filtering in units

of frequency selection UFS (narrow-band filter with a cen-

ter frequency of 100 MHz and a minimum bandwidth de-

fined by the width of the laser).

The measurement sensitivity was 3-6 times improved as

compared to direct detection method in the frequency band.

The impact of photodetectors flicker noise on the accuracy

of amplitude measurements was reduced.

Block diagram of developed radio photonic MSRSIF at

a level of modulation conversion is shown in Fig. 4c. It

differs from circuit shown in Fig. 2a, having the second

amplitude MZM operating in a mode of suppression of the

carrier frequency in the zero point. A imitating modeling

of proposed methods is provided in the application package

OptiSystem simulated in OptiGrating 4.2.

The improvements of functional parameters were confirmed

by the results of theoretical research and by developed radio

photonic MSRSIF, which takes into account benefits of the

all developed methods.

Measurement of the instantaneous frequency in a lower

band of radio frequencies (VHF and UHF) requires the

use of FBG with of ultra-narrow bandwidth, for example

with a phase shift and providing stable working conditions

in high temperatures.

4. Conclusions

The analysis of information on existing and prospective

radio photonic MSRSIF with a measurement conversion

amplitude-frequency in FBG, allowed to improve their

metrological and technical and economic characteristics.

The paper show that a further development of these sys-

tems may be based on the use therein AFMT of optical

carrier, for measuring the instantaneous frequency, and to

provide a stable operating mode of conversion devices.

The used AFMT of optical carrier to symmetric dual-

frequency radiation, by splitting its components to a fixed

difference frequency, located in the region of minimal

noise of photodetector, with dual-band frequency-amplitude

measurement conversion in FBG and a special form of

optoelectronic conversion in narrowband photodetector,

allowed to:

• twice extension of MSRSIF band,

• increasing the resolution of the measurements in the

field of low frequency to the level of 0.8–1 GHz/dB,

• increasing measurement sensitivity by 3–6 times

compared with the broadband photodetection,

• reducing the impact of low-frequency fluctuations in

the amplitude accuracy.
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Abstract—Modern communication systems require robust,

adaptable and high performance decoders for efficient data

transmission. Support Vector Machine (SVM) is a margin

based classification and regression technique. In this paper,

decoding of Bose Chaudhuri Hocquenghem codes has been ap-

proached as a multi-class classification problem using SVM.

In conventional decoding algorithms, the procedure for de-

coding is usually fixed irrespective of the SNR environment in

which the transmission takes place, but SVM being a machine-

learning algorithm is adaptable to the communication envi-

ronment. Since the construction of SVM decoder model uses

the training data set, application specific decoders can be de-

signed by choosing the training size efficiently. With the soft

margin width in SVM being controlled by an equation, which

has been formulated as a quadratic programming problem,

there are no local minima issues in SVM and is robust to

outliers.

Keywords—BCH codes, Chase-2 algorithm, coding gain, ker-

nel, multi-class classification, Soft Decision Decoding, Support

Vector Machine.

1. Introduction

In communication systems, there is an increasing demand

for reliable and efficient transmission of data. When data is

transmitted over a noisy communication channel, errors are

bound to occur. Error control coding techniques are used

to detect and correct these errors. The two main types of

error correcting codes are block and convolutional codes.

Bose Chaudhuri Hocquenghem (BCH) codes are a type

of cyclic error correcting block codes with applications in

digital, space and satellite communications. Conventional

Hard Decision Decoding (HDD) algorithms like Peterson-

Gorenstein-Zierler algorithm and Berlekamp-Massey (BM)

algorithm have a standard error correcting capability of

t =

⌊

dmin
2

⌋

errors. Though these algorithms have a decent

error correcting performance for BCH codes, much re-

search has been on the Soft Decision Decoding (SDD) al-

gorithms to increase the error correction capability. SDD

algorithms make use of the channel statistic information,

which associates a reliability value to each of the received

bit and helps in estimating a more accurate codeword at the

receiver.

In the past decade, there has been consistent work on the

application of heuristic, evolutionary and artificial intelli-

gence techniques to the decoding problem. These tech-

niques were more robust and had a faster convergence rate.

On similar lines, Kao and Berber used SVM, a maximum

margin classification technique, for decoding convolutional

codes [1]. The same has been extended to discuss the ef-

fect of channel and modulation techniques for basic error

control coding schemes in wireless applications [2]. In this

paper, a SVM based decoding algorithm has been proposed

for BCH codes. The proposed algorithm can be used for

any (n,k,d) BCH code. The decoding problem has been

approached as a multi-class classification problem. The

SVM decoder has been programmed and performance com-

parison has been established against conventional Chase-2

algorithm.

The paper is organized as follows: In Section 2 the ex-

isting decoding algorithms for BCH codes are reviewed.

Section 3 gives an overview of Support Vector Machines.

The proposed decoding algorithm for BCH codes has been

explained systematically in Section 4. Section 5 discusses

the simulation results of the proposed algorithm followed

by conclusion in Section 6.

2. Decoding Algorithms for BCH Codes

BCH codes form a class of powerful error correcting cyclic

codes constructed using finite fields. They are known for

their multiple error-correcting capabilities and the ease of

encoding and decoding [3]. Peterson, gave a decoding algo-

rithm for binary BCH codes based on syndrome decoding.

Based on his observation on the linear recurrence in BCH

codes, he came up with a set of linear equations, solving

which the error locations can be obtained [4]. This algo-

rithm was further generalized to GF(pm
) by Gorenstein and

Zierler [5]. Later, Chein devised a fast decoding algorithm

for determining the roots of error locating polynomials over

finite fields [6].

The Berlekamp-Massey-Forney algorithm is the most

commonly used HDD algorithm for BCH codes. The

Berlekamp-Massey algorithm is an alternative method to

solve Peterson’s linear equations to obtain the error loca-

tion polynomial in a simplified manner [7], [8]. Forney

proposed an algorithm for determining the roots of error

correcting polynomial [9]. Chase, put forth a class of de-

coding algorithms that make use of the channel measure-

ment information and claimed a two fold increase in error

correcting capability over traditional HDD algorithms [10].

The Least Reliable Positions (LRPs) were identified based

on the magnitude of each element in the received vector
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and the decoded codeword was estimated from a candidate

set of probable codewords generated using LRPs. This ad-

ditional improvement in performance comes with an addi-

tional complexity. Reeve and Amarasinghe proposed a par-

allel Viterbi decoder for cyclic BCH codes since the usual

algebraic decoding methods are not readily adaptable for

soft decoding [11]. Yingquan formulated a list decoding

algorithm for BCH codes to correct upto 1−
√

1−D er-

rors based on Guruswami-Sudan algorithm [12]. A Relia-

bility Level List based decoding algorithm for binary BCH

codes – which uses the exact reliability values to arrive at

the most probable codeword - has been proposed by Ya-

muna and Padmanabhan [13]. In the past decade, much

effort has been put on the application of heuristic evolu-

tionary algorithms like Genetic Algorithm (GA), Particle

Swarm Optimization (PSO) and Neural Networks (NNs)

to the decoding problem [14], [15]. They were more ro-

bust and had a faster decoding convergence. Azouaoui and

Belkasmi applied the heuristic GA to BCH decoding to in-

crease the robustness and efficiency [16]. These algorithms

facilitate easier implementation of decoders for Software

Defined Radio (SDR) applications, where adaptability is

an important factor. To decrease the hardware complexity,

an interpolation based one pass Chase decoder was pro-

posed [17] and it was 2.2 times higher in hardware effi-

ciency than Berlekamp in terms of throughput over area

ratio. Torres et al. attempted a radial basis NN as error

correction technique to decode BCH codes [18].

The different hard decision and soft decision schemes pro-

posed in literature have different degrees of performance

enhancement and complexity. Attempts on performance

enhancement or complexity reduction, trading-off one for

the other has been an open problem for researchers.

The procedure of traditional decoding algorithms has the

same computational complexity even at a lower noise level.

However, modern communication systems need adaptive

decoders that cater to changes in channel characteristics.

Given the dynamic requirements of emerging trends in

channel decoding, in this paper – SVM – a multi-class

classification technique has been applied to the decoding

problem. The SVM model which is constructed according

to the training data is channel adaptive and hence results

in a much better performance than conventional methods.

3. SVMs for Data Classification

Support Vector Machines are a class of supervised learning

algorithms based on Statistical Risk Minimization (SRM)

principle. SVMs analyze the training data, recognize pat-

tern and construct a model. The model is then used for

the classification of unknown data. SVMs are generally

used for classification and regression [19], [20]. Though

SVM was traditionally used for binary classification prob-

lems, gradually it was used for multi-class classification

problems as well. Cortes and Vapnik formulated a one

against all SVM where a multi-class classification prob-

lem was converted into N binary classification problems,

where N denotes the number of classes [21]. Krebel later

came up with a pairwise one versus one approach, involv-

ing NC2 binary classifiers and reduced the unclassifiable

regions that occur in one versus all SVM [22]. Studies

by Abe, Kao, Hsu and Lin [23]–[25] show that one versus

one algorithm is best suited for multi-class classification

problem. So this approach has been used in the proposed

decoding algorithm.

In a binary classification problem, given a set of labeled,

linearly separable training data that belong to two differ-

ent classes, SVM finds an Optimal Separation Canonical

Hyperplane (OSCH), i.e. to achieve the largest minimum

distance that separates the data points of one class from

the other class and constructs a decision function that de-

fines the margin. Each classifier has a subset of training

data – decision variables, xi – called the support vectors,

which are the data points that lie closer to the margin and

they characterize the margin. Now, any unknown data can

be classified to one of the two classes by evaluating the de-

cision function for that unknown data. Each support vector

(SV) has an associated coefficient vector w that defines its

role in the classifier. In order to obtain an optimal classi-

fier with minimum number of misclassified data, there is

necessity to have maximum margin. Here 2
||w||

is taken to

be the classifier margin.

When the training data are linearly inseparable, we go for

a soft margin SVM. To allow inseparability and compensate

for the misclassifications, i.e. to accommodate the data that

do not have the maximum margin, the non-negative slack

variable (ξ ) is introduced. Thus for a maximum margin

classifier, the SV parameters should be minimized. This

has been formulated as a quadratic programming function

in SVM. To determine the optimal SV parameters namely

coefficient vector w and bias term b, we need to minimize

Eq. (1) given below:

1

2
wT w+C

N

∑
i=1

ξi , (1)

where: w – coefficient vector, C – margin parameter, ξ –

slack variable, with respect to the constraint in Eq. (2):

yi(w
T φ(xi)+ b)≥ 1− ξi and ξi ≥ 0, i = 1,2, . . . ,N ,

(2)

where: φ(x) – non-linear kernel function, b – bias term,

yi – class label.

In order to maximize the generalization ability and to en-

hance the classification of non-linear data, the input training

data is mapped into a higher dimensional space called fea-

ture space using a kernel function. This is called kernel

trick. Since the application of SVM to decoding problem

comes under the non-linear category, Radial Bias Function

(RBF) kernel as given in Eq. (3) has been incorporated to

map the input training data into higher dimensional space.

Further RBF kernel, which uses Euclidean distance pre-

vents the effect of outliers in performance.

K(xi,x j) = e−γ‖xi−x j‖
2

, γ ≥ 0 . (3)
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4. SVM Based Decoding Algorithm

for BCH Codes

Consider a BCH (n,k,d) code, consisting of 2k message

words where k denotes the number of bits in each message

word, n denotes the codeword length and d denotes the

minimum distance between codewords. With each message

word considered as a class, there are N = 2k classes. These

message words are encoded into a codeword of length n.

Each bit in the codeword is a feature that defines the class

to which the received codeword belongs. Each codeword in

the N = 2k codeword set has a one to one correspondence

to a unique message word and the codeword is associated

with a class label yi, where 1 ≤ i ≤ N.

SVM based decoding involves two major phases: the train-

ing phase and the decoding phase. The decoder model

trained and constructed in the training phase is used to

classify the received sequence in the decoding phase.

4.1. Training Phase

In training phase, an appropriate model has to be con-

structed by generating suitable training data. Each code-

word of class i is modulated, repeated M number of times

and then corrupted by an Additive White Gaussian Noise

(AWGN) of SNR, 0 dB.

Now, we have N × M number of codewords belonging

to N different classes, which form the training data for the

model. The training is done at a high level of noise at 0 dB,

to represent the worst-case scenario and to maximize the

generalization characteristic of the decoder. These training

data are sent to the pairwise one versus one SVM decoder,

where each class of data is compared with another class

and NC2 classifiers (decision functions) are constructed and

support vectors (decision variables) which is usually a sub-

set of the training data are obtained.

To develop an optimal model, optimal training parame-

ters should be selected namely, the margin parameter C

and kernel parameter γ . This is done using a v-fold cross-

validation method. In a v-fold cross validation, the training
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Fig. 1. A 10-fold cross validation done using LIBSVM.

(See color pictures online at www.nit.eu/publications/journal-jtit)

data is divided into v equal sized subsets. The model is

constructed using v-1 subsets as training data and tested

with the one remaining set. For each combination of (C, γ),

this process is repeated v times. The contour plots of

a 10-fold cross validation for BCH (15, 7, 5) code are shown

in Fig. 1. The value of (C, γ) with highest cross validation

accuracy is taken as the optimal training parameter. Thus

at the end of training phase, we have an optimal decoder

model with m (where m < N ×M) support vectors.

4.2. Decoding Phase

In decoding phase, each of the n bit received soft deci-

sion sequence is the unknown data that has to be classified

into one of the N different classes, i.e. valid codewords.

The decoding phase is thus a simple multi-class classifica-

tion problem and each classifier is a binary classifier. The

noisy received codeword is passed through NC2 classifiers,

where each classifier has a set of support vectors generated

during the training phase. The received codeword is trans-

ferred into the higher dimensional space using the same

RBF kernel function and evaluated using the decision func-

tion constructed during the training phase. The output of

the decision function determines the class to which the re-

ceived codeword belongs. This is repeated for all the NC2

classifiers.

Now, each classifier would have given a vote to one of the N

different classes. The received codeword gets decoded to

the class which gets maximum number of votes. The output

here refers to the maximum value of the decision function,

which is directly related to the soft value associated with

each received bit. This is known as winner – takes – all

(WTA) principle [22]. Since there is a one to one corre-

spondence between the codeword and the message word,

the message word can be directly estimated by observing

the class value. The proposed SVM based decoding algo-

rithm is given in six steps in Algorithm 1.

Algorithm 1: SVM decoding proposal

1: For a (n, k, d) binary BCH code, each message word

in the 2k set is associated with a class label yi(N = 2k
).

2: Each message word is encoded into a n-bit codeword

to obtain N unique codewords.

3: Each codeword is then transmitted M times through an

AWGN channel with SNR= 0 dB.

4: These N ×M codewords along with their associated

class label form the training data. The training data

set of one class is compared against training data of

another class and hence NC2 classifiers are constructed.

5: Each classifier has an associated set of Support Vec-

tors (decision variables). Thus, the SVM model is con-

structed.

6: The unknown codeword is now passed through the de-

coder model and based on the WTA principle, it gets

classified to one of the N classes and the corresponding

message is obtained.
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5. Simulation Results and Discussions

LIBSVM, a software for multi-class SVM classification and

regression, has been used for the construction of SVM

model and testing of received codeword [26]. The AWGN

channel has been considered and Binary Phase Shift Key-

ing (BPSK) is used for modulation. All simulations have

been performed using Matlab.

The proposed SVM decoding algorithm has been applied

to BCH (15,7,5) code and the performance of SVM based

decoding algorithm has been compared against Chase-2 and

HDD algorithm as shown in Fig. 2. At a BER of 10−3, the

SVM decoder is found to have a coding gain of 0.8 dB over

Chase-2 algorithm and a coding gain of 2 dB over HDD

algorithm.
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Fig. 2. BER versus SNR plot of BCH (15,7,5) code.
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different training size.

Figure 3 shows that the performance of the SVM decoder

improves when the training data size is increased. However,

the increase in training size in turn increases the number

of SVs. This complexity due to increase in SVs can be

compensated by puncturing the classifiers, which consis-

tently misclassifies the test data set during cross-validation.

Though the increase in training size improves the perfor-

mance, due to over fitting of data, improvement saturates

as shown in Fig. 4.
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Fig. 4. BER of SVM decoder under different training size with

SNR fixed at 1 dB.

Unlike in soft decision decoding algorithms like Chase-2

decoder, SVM based decoder does not involve hard de-

cision error correction, thus eliminating HDD complexity

completely. However, when the value of N increases, more

classifiers have to be constructed and this results in addi-

tional complexity at the testing phase. This can be over-

come by cascading SVM decoders. For a N-class problem,

initially one decoder can be modeled to classify them into

two classes and then two more decoders can be modeled

to further classify them into N
2

sub-classes, thus reduc-

ing the complexity at each decoder. Thus, the proposed

SVM algorithm can be combined with the cascading tech-

nique and applied to higher block length codes. The addi-

tional complexity due to this process is negligible because

training is done only once during the initial setup of the

communication system. The complexity at the decoding

stage depends directly on the number of support vectors

generated, which can be controlled according to the ap-

plication thus striking a trade-off between complexity and

performance.

6. Conclusion

This paper presents a SVM based decoding technique for

BCH codes, where the decoding problem has been ap-

proached as a multi-class classification problem. This al-

gorithm makes maximum use of the channel measurement

information combined with the margin based classifica-

tion feature of the SVM to give an optimal decoder es-

timate. From the simulation results, it can be seen that

the proposed decoding algorithm has a better performance

than the conventional Chase-2 algorithm at higher training

size. The technique can be applied to higher block length

codes by using cascaded SVM. A more generalized de-

cision model, convergence to global optimal solution and

prevention of outliers are major leads in this algorithm and

thus proves to be efficient for the decoding of BCH codes.

The proposed SVM based decoding algorithm can be ex-

tended to decoding of high performance robust turbo codes

as well.
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Abstract—Turbo code finds wide applications in mobile com-

munication, deep space communication, satellite communica-

tion and short-range communication despite its high compu-

tational complexity and iterative nature. Realizing capacity

approaching turbo code is a great achievement in the field of

communication systems due to its efficient error correction ca-

pability. The high computational complexity associated with

the iterative process of decoding turbo code consumes large

power, introducing decoding delay, and reducing the through-

put. Hence, efficient iteration control techniques are required

to make the turbo code more power efficient. In this paper,

a simple and efficient early iteration termination technique is

introduced based on absolute value of the mean of extrinsic

information at the component decoders of turbo code. The

simulation results presented clearly show that the proposed

method is capable of reducing the average number of iter-

ations while maintaining performance close to that of fixed

iteration termination. The significant reduction in iteration

achieved by the method reduces decoding delay and complex-

ity while maintaining Bit Error Rate performance close to

standard fixed iteration turbo decoder.

Keywords—early termination, complexity reduction, mean of ex-

trinsic information, turbo decoder.

1. Introduction

One of the major challenges in wireless communication is

to establish energy efficient and performance optimized er-

ror correction over dynamic channel conditions and to pro-

long the network/hardware lifetime. The near Shannon’s

performance and excellent Bit Error Rate (BER) perfor-

mance of turbo code has resulted in its wide use in the en-

tire range of wireless communication regardless of its high

computational complexity [1], [2]. Key to the outstanding

performance of turbo code is the parallel concatenation,

interleaved recursive systematic operation, and iterative ex-

change of extrinsic information [3], [4]. Turbo decoding be-

ing an iterative process, its decoding delay, computational

effort and energy consumption increase linearly with iter-

ations [5]. The number of iterations required to obtain an

acceptable performance depends on the channel characteris-

tics [6]. The fact that sometimes an acceptable performance

is not achieved even with infinite number of iterations has

motivated researchers to find low complexity performance

optimized turbo decoding techniques.

The objective of the early termination is to reduce unnec-

essary computation complexity, power consumption and

decoding delay. If the channel conditions are bad, per-

formance improvement is negligible even after infinite it-

erations whereas under good channel conditions desired

performance may be reached after just a few iterations.

Therefore, finding the appropriate condition to terminate

the turbo decoding iteration while maintaining a tradeoff

between acceptable performance and complexity is a ma-

jor challenge [7]. Early iteration termination techniques

based on soft and hard information have been reported.

Sign Change Ratio (SCR) [8], an early termination tech-

nique compares the sign differences between two consecu-

tive iterations. Mean Estimate (ME) [9] technique is based

on mean of the absolute values of Log Likelihood Ratios

(LLRs). In Mean Reliability [10], [11] based stopping tech-

nique, the iteration is stopped when the means of the abso-

lute value of extrinsic information at two consecutive iter-

ations are same. Hard Decision Aided (HDA) [8] stopping

technique based on the hard values at the output of com-

ponent decoder, stops iteration when the hard decision at

two consecutive iterations is the same. Sign Difference Ra-

tio (SDR) [12], [13], uses the number of sign differences

between a priori and a posteriori information at output of

component decoder 2.

In this paper, an iteration termination technique for turbo

decoding at low and high SNR conditions is proposed. This

technique is based on monitoring absolute value of mean

of the extrinsic information over a frame at the output of

two component decoders.

Paper organization is as follows: Section 2 summaries turbo

code principles and iterative turbo decoding relevant to

the proposed technique. Section 3 deals with analysis and

challenges of iteration control in turbo code. Mean based

new stopping technique is presented in Section 4. Sec-

tion 5 shows the simulation results followed by conclusion

in Section 6.

2. Turbo Code Principles and Iterative

Decoding

Practical codes failed to reach Shannon’s capacity limit

until the discovery of turbo code in 1990s by Claude

Interleaver

Encoder 1

Encoder 2

Data input
Xk

P1K

P2K

Fig. 1. Generic turbo encoder.
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Berrou et al. [14], [15]. Due to its excellent error correc-

tion capability, turbo code finds wide applications in mobile

communication, short-range communication, deep space

communication, and wireless networks [3], [16], [17].

Turbo encoder consists of two Recursive Systematic Convo-

lutional (RSC) encoders separated by an interleaver [12] as

shown in Fig. 1. Xk, P1k and P2k are the systematic out-

put, parity check bits 1 of the encoder 1 output, and parity

check bits 2 of the encoder 2 output respectively.

RSC encoder 1 has two outputs namely systematic output

and parity output. RSC encoder 2 consists of only parity

outputs. The presence of interleaver increases codeword

weight. If the RSC encoder 1 produces low weight code-

word then the probability of producing low weight at the

output of RSC encoder 2 is low [18]. The concatenated out-

come from the turbo encoder would be a strong one. The

data rate can be changed by applying puncturing technique

at the output of the encoder.

Turbo decoding takes place by iterative exchange of extrin-

sic information [19]. The heart of the turbo decoder is the

SISO decoder. Maximum A Posteriori (MAP) algorithm is

the most commonly used, which outperforms other SISO

algorithms under low SNR conditions [18]. The effective-

ness of performance depends on the iteration of MAP algo-

rithm on each received code. MAP algorithm calculates A

Posteriori Probability (APP) values for each information bit.

However, the computational complexity associated with the

MAP algorithm is extremely high [20]. Log MAP and Max

Log MAP algorithms are two variants of MAP algorithm

with reduced computational complexity [21].

The basic iterative turbo decoding architecture is shown in

Fig. 2. The input to the component decoders: SISO de-

coder 1 and SISO decoder 2 are the received systematic

information, parity received information and a priori infor-

mation. Based on the information available at the input of

component decoders, the extrinsic a posteriori L values are

generated. In the first iteration the input to the SISO de-

coder 1 – the received systematic and parity information-

generates extrinsic a posteriori information L1
e(uk) for the

received sequence. Extrinsic information generated by the

first decoder serves as the a priori information to the sec-

ond decoder. A priori information, L1
a(uk) is zero for the

first iteration of SISO decoder 1.

The inputs to the SISO decoder 2 are the received parity

information, interleaved systematic bits and a priori infor-

mation. Decoder 2 generates the extrinsic a posteriori L

values, L2
e(uk) corresponding to the inputs received. In the

subsequent iterations, SISO decoder 1 receives the a pri-

ori information corresponding to the de-interleaved extrin-

sic a posteriori L information from decoder 2. Log-MAP

algorithm has been considered in this work for implement-

ing turbo codes, since it is less complex than MAP al-

gorithm and has better performance than Max Log MAP

algorithm [20]. Turbo decoder calculates Log Likelihood

Ratios (LLRs) for each data bit and after a certain num-

ber of iterations, hard decisions are estimated based on the

LLR values. The process for calculating LLR values is

as follows [21]. The branch metric values are calculated

from the received information and extrinsic information of

the previous component decoder according to Eq. (1). Let

u = [u1,u2, . . . , un] be the data sequence, which is encoded

and transmitted through a channel. The corresponding re-

ceived data sequence is y = [y1, y2, . . . , yn]. Then the branch

metric values are given by:

γk(s
′
, s) =

uk(L
i
a(uk))

2
+

Lc

n

∑
i=1

yklukl

2
, (1)

where Lc is the channel reliability factor, s′ and s repre-

sent the previous state and present state respectively. The

forward metric α and backward metric β are calculated as

follows:

αk+1(s) = ln∑eγk(s
′
, s)+αk(s

′
)

, (2)

βk(s
′
) = ln∑eγk(s

′
, s)+βk+1(s)

. (3)

Extrinsic information at the output of component decoders

can be calculated as in Eq. (4),

Li
e(uk) = ln





∑
(s′, s)∈∑

+

k
e

Lc
2 ypk plk+αk(s

′
)+βk+1(s)

∑
(s′, s)∈∑

−

k
e

Lc
2 ypk plk+αk(s

′
)+βk+1(s)





. (4)
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Fig. 3. Average number of iteration required with: (a) fixed iteration termination, (b) termination at high SNR, (c) terminating at low

and high SNR.

The LLR at the output of decoder can be computed from

the extrinsic information of the component decoders and

the received systematic information. LLR values Li
1(uk)

and Li
2(uk) from SISO decoder 1 and decoder 2 can be

calculated as in Eqs. (5) and (6) respectively:

Li
1(uk) = Li−1

e2 (uk)+ Li
e1(uk)+ Lcyuk , (5)

Li
2(uk) = Li

e1(uk)+ Li
e2(uk)+ Lcyuk . (6)

Each component decoder generates extrinsic information

for the next decoder until the maximum number of itera-

tion is reached. After completing the final iteration, hard

decisions are made from the output of decoder 2 after de-

interleaving.

3. Iteration Control in Turbo Code –

Analysis and Challenges

Turbo code achieves excellent performance at the cost of

high computational complexity and power. Each iteration

consumes a large amount of energy for computations and

memory requirements. Computational complexity in the

circuit is directly related to the power consumption [22] and

functionality is limited by the available power in resource-

constrained networks. Computational complexity of the

turbo code can be reduced by reducing the number of iter-

ations. However, reducing the number of iterations affects

the performance of the turbo code resulting in a tradeoff

between performance and complexity [6]. Depending upon

the channel conditions, the performance and the required

number of iterations also change [23]. The average number

of iterations required for successful decoding versus SNR

is shown in the Fig. 3 for different iteration termination

schemes. Figure 3a shows the fixed iteration scheme, which

uses maximum number of iterations at any SNR. Figure 3b

shows the iteration termination at high SNR conditions.

Here only a few iterations are required to obtain successful

decoding at high SNR conditions. Figure 3c indicates the

optimized termination technique that considers termination

at low and high SNR conditions.

Figure 4 shows the performance of turbo decoding with

Log Map algorithm over Additive White Gaussian Noise

(AWGN) channel with Binary Phase Shift Keying (BPSK)

modulation. From the figure, it is seen that though turbo

code performance improves with iteration, at low SNR con-

ditions the improvement is not significant even after the

15-th iteration. It is also observed that at high SNR con-

ditions there is no significant improvement in performance

after few iterations.
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Fig. 4. SNR versus BER performance of turbo code. (See color

pictures online at www.nit.eu/publications/journal-jtit)

The challenge is to determine the proper time when further

iteration provides no or little improvement in performance.

The technique used for this is called the early termination

technique. While most of the cases require a few iteration to

achieve acceptable performance, undesirable channel con-

ditions require more iteration to achieve an acceptable per-

formance [24]. Sometimes it is observed that although the

errors are reduced to acceptable level after a few iterations,

errors appear to increase again after some additional itera-

tion. This is because of the numerical errors accumulating

in the algorithm with iterations [9]. Figure 5 shows the

performance of turbo decoder that accumulates errors with

iterations.

From these observations, it is clear that the best perfor-

mance and computation complexity reduction can be ob-

tained if the iteration is stopped at the proper time. The

objective of the early termination technique is to stop the

iterations to avoid additional computations that contribute

little or no improvement.
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Fig. 5. Turbo decoding performance with accumulation of errors.

Several methods have been introduced by researchers to

stop the termination early by considering some objectives

like maintaining performance close to that of fixed iteration

technique, and reducing power consumption and computa-

tional complexity [25]. Efficient iteration control has many

advantages such as [6]:

• decoding more number of data blocks and hence im-

proving the throughput,

• reducing the decoding delay,

• reducing the computational complexity,

• improving the performance by reducing accumulation

of errors,

• reducing power/energy consumption.

Real time applications and multimedia transmission require

systems with low latency and reduced complexity with-

out performance degradation. In resource constrained net-

works functionality is limited by the stringency in available

power [26]. Turbo decoder consumes large part of energy

due to the computations associated with the iterations.

Stopping rules are mainly based on hard decision, soft

decision, and extra checking categories [22], [27]. In the

Cross Entropy (CE) based termination technique, the CE

between log likelihood ratios at the output of component

decoders at each iteration is calculated [28], [29]. Itera-

tion is terminated if the CE T (i) satisfies the condition:

T (i) < (10−2
−10−4

)T (1). SCR [8] approach is based on

the number of sign changes in the extrinsic information be-

tween two consecutive iterations. Here the iteration is ter-

minated if the number of sign changes C(i) satisfies the con-

dition: C(i) ≤ (0.05−0.3)N. In SDR [12], [13] technique

the iteration is terminated if the number of sign differences

D(i) between a priori and a posteriori information satis-

fies the condition: D(i) ≤ (0.001− 0.01)N. ME [9] tech-

nique is based on calculating the mean of absolute values

of LLRs and stopping the iteration when the mean value is

greater than a predefined threshold. Mean reliability based

stopping rule has been proposed in literature [10], [11].

In this approach if the mean of absolute values of log like-

lihood ratios does not change between two consecutive it-

erations, then the process is terminated. Early iteration

termination of turbo code based on histogram method uses

LLR metric [20] where iteration is terminated if the central

bin of the histogram is zero. In HDA [8] based stopping

technique which uses the hard decision from the LLR val-

ues, the iteration is terminated if the hard decision values

between two consecutive iterations are same.

Many channel conditions require only a few iterations to

decide on the decoded bits, but few channel conditions re-

quire more iteration. CE, SDR, ME and histogram tech-

niques are applicable to terminate iteration at high SNR

conditions whereas SCR and HDA methods are applicable

at both low and high SNR and require minimum of two it-

erations to make a decision even at high SNR. In SDR and

CE techniques the data from both the component decoders

is required instantaneously to make a decision, so the half

iteration technique is not possible in such cases. In mean

reliability technique, mean of the absolute values of LLR

between iterations is equal at low SNR conditions. Hence,

it is applicable to terminate the iteration at low SNR con-

ditions. Techniques which reduce computations as much

as possible while maintaining the acceptable performance,

capable of saving half iteration computations and stopping

the iteration at low and high SNR conditions at proper time

still remain a challenge.

4. Mean Based New Stopping Criterion

The excellent performance of turbo code is due to the iter-

ative exchange of extrinsic information. The magnitude of

extrinsic information which depends on the channel charac-

teristics (SNR) influences the calculation of branch metrics,

forward metrics, backward metrics and LLR values as given

in Eqs. (1)–(6). The final output decision is influenced to

a very large extent by the extrinsic information. During

the processing at the component decoders, the a priori in-

formation changes between iterations while systematic and

parity inputs remain the same. Based on the mean value of

extrinsic information at the output of component decoders

an early iteration technique is proposed in this paper. This

technique continuously monitors the extrinsic information

at the output of component decoder. After each iteration,

mean of extrinsic information is calculated. If the mean

value is greater than a predefined threshold or if the differ-

ence in mean value between iterations lies within a thresh-

old, the iterative process is terminated. The fact that the

magnitude of extrinsic information varies with SNR and

iteration number is shown in Figs. 6 to 9 as variations of

the extrinsic information for low and high SNR at first iter-

ation and fifteenth iteration. The variations are shown for

frame size of 10,000 at first and fifteenth iteration for SNR

of –5 dB and 5 dB at the output of the two component

decoders.
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Fig. 6. Extrinsic values at the output of component decoder 1 at –5 dB.
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Fig. 7. Extrinsic values at the output of component decoder 2 at –5 dB.
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117



P. Salija and B. Yamuna

iteration 1 (SNR 5 dB) iteration 15 (SNR 5 dB)

1000 10003000 30005000 50007000 70009000 9000

E
x
tr

in
si

c 
v
al

u
es

E
x
tr

in
si

c 
v
al

u
es

Bits Bits

600

400

200

0

-200

-400

-600

80

60

40

20

0

-20

-40

-60

Fig. 9. Extrinsic values at the output of component decoder 2 at 5 dB.
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A two state turbo code with generator polynomial [1,

1
1+D

],

overall coding rate of 1
3

and random interleaver is con-

sidered. It can be observed from the figures that for low

SNR the extrinsic values at the output of the two compo-

nent decoders are almost constant from first iteration to the

maximum iteration number of 15. It can also be seen that

the extrinsic values increase for high SNR from first iter-

ation to the maximum iteration number of 15. Extrinsic

information calculated at each decoder serves as the a pri-

ori information for next component decoder, which in turn

uses the extrinsic information for calculation of the branch

metric. It can be seen from Eq. 1 that the branch metric is

computed by adding the a priori information and channel

reliability. Branch metric calculation is dominated more by

the higher magnitude extrinsic information. At low SNR

the effect of extrinsic values, which serve as a priori infor-

mation for calculating branch metric values, are negligible.

Depending on the channel conditions and errors introduced

in the received information, it is either possible to correctly

decode before the maximum number of iterations or unable

to achieve an acceptable performance even after infinite

iterations.

The proposed approach is based on monitoring the absolute

value of the mean of the extrinsic information at the output

of the component decoders. As the magnitude of extrinsic

values changes with iteration and SNR, the mean value

also changes correspondingly. Figures 10 and 11 show

how the absolute of mean and corresponding errors vary

with iteration for a frame size of 10,000.

A close examination of the simulation results presented in

Figs. 6 to 11 show that in most of the cases same BER is

achieved from the output of the two component decoders

after the first few iterations. It can also be seen that many

cases require only two iterations to decode correctly since

no improvement is observed beyond that. At high SNR

conditions, the mean value increases with iterations and

requires only a single half iteration or single iteration to

correctly decode the sequence. It is also observed that at

low SNR conditions, the mean value is almost constant be-

tween iterations and the performance improvement is negli-

gible between first and last iteration. In general, the desired

output may be reached at the outputs of both the compo-

nent decoders well before the fixed number of iterations or

never reached even after infinite iterations. Based on this

analysis, authors propose a new early iteration termination

technique for low and high SNR conditions. It utilizes the

half iteration termination technique, which reduces the ad-

ditional computational complexity.

The technique calculates the mean of the extrinsic infor-

mation at the output of component decoders and compares

the absolute value of mean at iteration i with a predefined

threshold as in Eq. (7):

abs
(

Mean(i)
)

≥ Th1 . (7)

If the condition in Eq. (7) is satisfied, the iteration is ter-

minated, else it compares the absolute value of mean at

iteration i with the mean values of previous iterations as

in Eq. (8):

abs
(

Mean(i)−Mean(i−1)

)

≤ Th2 . (8)

If the condition in Eq. (8) is satisfied, the iteration is ter-

minated. The Algorithm 1 shows the proposed technique.

Algorithm 1: Proposed technique

Initialization: i = 1; stop = 1; set imax

while stop or i ≤ imax

Perform the i-th iteration for component decoder 1

Calculate Mean1

if abs(Mean1(i)) ≥ Th1

stop = 0

end if

if i > 1 && abs(Mean1(i)−Mean1(i−1)) ≤ Th2

stop = 0

end if

Perform the i-th iteration for component decoder 2

Calculate Mean2

if abs(Mean2(i)) ≥ Th1

stop = 0

end if

if abs(Mean2(i)−Mean2(i−1)) ≤ Th2

stop = 0

end if

i = i+ 1

end while

Final output

5. Simulation Results

Simulation results for the proposed extrinsic mean based

iteration stopping technique for turbo code are presented

here. Simulations were performed on turbo code trans-

mitted over AWGN channel with BPSK modulation with

the maximum number of iterations set to 15. A two

state turbo code with generator polynomial
[

1,

1
1+D

]

,

3.0

2.5

2.0

1.5

1.0

0.5

2 4 6 8 10

SNR [dB]

-10 -8 -6 -4 -2 0

N
u

m
b

er
 o

f 
it

er
at

io
n

s

Fig. 12. Number of iterations as a function of SNR.
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overall coding rate of 1
3

and random interleaver is consid-

ered. The performance and complexity trade off depend on

the threshold values. The threshold values selected are as

0.15 ≤ Th1 ≤ 0.5 and 0 ≤ Th2 ≤ 0.001. The number of

iterations required for different values of SNR are shown

in Fig. 12 for a frame size of 10,000 and Th1 = 0.3 and

Th2 = 0.0009. As the decoding iterations come down the

resulting overall computational reduction leads to a consid-

erable power saving. Thus, the proposed algorithm termi-

nates the unnecessary iterations and reduces both decoding

delay and power consumption. The performance analysis

of the proposed technique is shown in Fig. 13.
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Fig. 13. SNR versus BER performance of the proposed tech-

nique.

The performance comparison of the proposed technique

with histogram technique, SCR, mean reliability, ME, SDR,

fixed iteration and HDA is shown in Fig. 14. Figure 15
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Fig. 14. Comparison of SNR versus BER performance.

shows the corresponding average number of iterations re-

quired as a function of SNR. It is observed from the simu-

lation results that the effect of proposed algorithm on turbo

decoder helps to reduce decoding delay, computations and

thus power consumption. As expected, performance and

required number of iterations change with the threshold

value. From the simulation results, one can see that pro-

posed technique achieves performance close to that of fixed

iteration technique. It is clear that the scheme is able to

terminate early for low and high SNR and also able to po-

tentially save half iterations.
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Fig. 15. Comparison of SNR versus average number of iterations.

Computational time and average number of iterations is re-

duced as compared to the already available techniques.

The proposed early termination technique is appropriate

for wireless communication systems requiring shorter la-

tency and low power consumption. Table 1 shows the com-

putational time required for the different stopping tech-

niques with maximum iteration kept as 15, SNR from

–10 to 10 dB and for a frame size of 10,000 when run

on Intel Core i5-4690S @ 3.20 GHz with 64 bit Windows

operating system.

Table 1

Computation time comparison

Computation time

Algorithm for 15 iteration

and SNR: –10 . . .10 dB

Fixed iteration method 37.22 s

Histogram technique 20.50 s

Sign Difference Ratio 21.93 s

Mean estimate 22.39 s

Mean reliability 24.89 s

Sign Change Ratio 7.811 s

Hard Decision Aided 16.94 s

Mean based new stopping method 4.57 s
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6. Conclusion

Turbo code achieves significant error correction capability

in wireless channel at the cost of computational complexity.

A new stopping criteria based on the absolute mean value

of extrinsic information is proposed in this paper. Perfor-

mance is analyzed in terms of BER, average number of it-

erations and average computation time. The analysis shows

that the proposed method can reduce the average number

of iterations and decoding delay as compared to other tech-

niques. The method is equally effective at high as well as

low SNR conditions in reducing the number of required

iterations. It takes advantage of the half iteration but with

negligible performance degradation as compared to fixed

iteration termination scheme. Average iteration number re-

duction leads to corresponding power saving, reduction in

decoding delay and throughput improvement by decoding

more number of data blocks. In the proposed technique,

depending on the choice of threshold value, there is a trade-

off between performance and complexity of operation. The

performance improvement achieved in terms of BER, it-

eration number, and processing time, makes the proposed

method really attractive for systems requiring low latency,

low power consumption and better performance in terms of

error correction.
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