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Abstract  The time complexity of solving the QUBO problem
depends mainly on the number of logical variables in the prob-
lem. This paper focuses mainly on finding a system of equations
that uniquely defines the Sbox of the AES cipher and simul-
taneously allows us to obtain the smallest known optimization
problem in the QUBO form for the algebraic attack on the AES
cipher. A novel method of searching for an efficient system of
equations using linear-feedback shift registers has been present-
ed in order to perform that task efficiently. Transformation of
the AES cipher to the QUBO problem, using the identified ef-
ficient system, is presented in this paper as well. This method
allows us to reduce the target QUBO problem for AES-128 by
almost 500 logical variables, compared to our previous results,
and allows us to perform the algebraic attack using quantum
annealing four times faster.

Keywords  AES Sbox, cryptanalysis, minimal equation system
for Sbox, quantum annealing, QUBO

1. Introduction

Nowadays, cryptography is relied upon in almost all spheres
of life and serves as a basis of security of communication
processes, increasingly ensuring the security of private and
business data as well. In today’s computerized world, it is rel-
atively difficult to eliminate an existing vulnerable protocol
from use, because the process involves upgrading all devices
that rely on the specific solution. Therefore, the task may take
over a decade to complete. Many critical components of the
cybersecurity infrastructure used in the public domain and in
industry have remained unchanged for years. Many devices
that are in use currently or are scheduled to be implement-
ed soon will have to operate for the next few decades with
minimal change. Therefore, it is important to respond to all
potential threats and carefully manage the risks associated
with potentially successful attacks of various types.
In recent years, quantum computing has challenged exist-
ing cryptographic approaches, as the security of encryption
and authentication schemes is based on mathematical prob-
lems that are difficult to solve using classical computers, but
their solutions are easy to check. These safety standards have
worked well for decades, because there were no exploits to

break them. Over time, it has become common to assume that
if a problem cannot be solved using bits, it cannot be solved
at all.
However, the continuous development of quantum comput-
ers, representing a completely new paradigm of computation,
putting aside bits in favor of qubits, has revived interest in
the potential of this technology. Since the implementation
of modern infrastructure is time consuming, regardless of
whether we can estimate the exact time required to build
a sufficiently large quantum computer, information security
systems should be prepared now to resist attacks conducted
with the use of such a computer. The development of current
quantum computers is based on two main approaches.
The first approach, called gate-based quantum computing, is
similar to today’s classic computation, where the problem is
presented as a sequence of basic operations (gates) used to
manipulate the state of qubits. The other approach, known as
adiabatic quantum computing, consists of smooth changes of
the system’s Hamiltonian, from the initial state to the final
Hamiltonian in which the problem is encoded. If the system’s
evolution is slow enough to remain in the ground state of
the changing Hamiltonian, then the final state corresponds to
the problem’s solution. In the real world, this requirement is
relaxed, and the protocol implementing this computational
model is called quantum annealing.
The main difference between the two models is that quantum
annealing solves optimization problems, while gate-based
quantum computation can be used for a wider range of prob-
lems. Therefore, the number of quantum attacks using a gate-
based quantum computer is growing faster than the number
of those relying on quantum annealing. On the other hand,
gate-based quantum computation is more sensitive to noise
and quantum computational errors, creating a large overhead
in the number of qubits and running time.
In contrast, quantum annealing is considered relatively im-
mune to some errors, such as noise and decoherence. Many
companies, such as IBM, Google, D-Wave Systems, Cam-
bridge Quantum Computing or Rigetti, are working on build-
ing such a machine. Currently, the largest quantum computer
is the D-Wave Advantage, with 5,760 physical qubits. It uses
the quantum annealing method and can already compete with
classical units when it comes to solving some problems.
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The potential of quantum computers was presented in 1994
by Peter Shor [1], who developed quantum algorithms to solve
the factorization problem and the discrete logarithm prob-
lem in polynomial time. Then, Bennett et al. [2] proved that
quantum algorithms that solve problems using the black box
model, i.e., ignoring the detailed structure of the problem,
must perform at least N1/2 steps, where N is the size of the
problem. In [3], Grover presented a quantum algorithm that
finds such a solution in O(N1/2) steps. Grover’s algorithm is
not as destructive to symmetric cryptography as Shor’s al-
gorithm is to asymmetric cryptography, but it significantly
degrades the security of ciphers.
These algorithms were developed for gate-based quantum
computers, and their deployment would lead to a huge ad-
vantage in terms of information security. However, for the
size of the problems we are interested in, these algorithms re-
quire several orders of magnitude more resources than current
gate-based quantum computers offer. However, even if there
were a quantum computer capable of running Grover’s algo-
rithm, the solution to the problem of cipher security is simple
– it is sufficient to increase the key size. But what if a sophis-
ticated quantum attack was experienced using the detailed
structure of the problem that was faster than a brute-force at-
tack? This is an open question, and further research is needed
in this area.
Algebraic attacks using quantum annealing may serve as an
example of quantum attacks using relying on the cipher struc-
ture. They are based on algebraic attacks, representing the
cipher by means of a polynomial equations system which
must be solved. If the problem of solving such a system of
equations is presented as an appropriate optimization prob-
lem, then the quantum annealing method may be harnessed
to find the solution. In [4], we introduced a method of trans-
forming a polynomial equations system into an optimization
problem in QUBO, acceptable by the D-Wave quantum com-
puter for the AES cipher. We have shown that, unlike in the
case of classic tools used for algebraic attacks, we do not
need to build over-defined systems of equations. Moreover,
for the specific instance of the AES cipher, using the D-Wave
quantum annealer, we also showed that the proposed method
allows for the recovery of the correct key. Therefore, the next
step is to reduce the size of the QUBO problem for the AES
cipher.
This article presents a further search for an efficient equa-
tions system defining the Sbox of the AES cipher, which was
initiated in our previous paper [4].

2. Impact of Transformation on the Size of
the QUBO Problem

2.1. Proposed Transformation to the QUBO Problem

Let the system of multivariate polynomial equations fi over
GF (2) be given, which describes the block cipher. The pro-
posed method of transformation is performed in the following
steps.
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Fig. 1. Splitting the AES cipher round using additional variables.

Each equation fi is transformed into pseudo-Boolean func-
tions of the f ′i = fi − 2 · ki form, where ki is an integer and
ki ¬ ⌊ fimax2 ⌋ and the maximal value of polynomial fimax is
a value of polynomial fi when all of its binary variables are
equal to one.
The value of ki has to be written as the sum of Boolean
variables kij , according to:

ki =

bl(kimax )−2∑
j=0

2jkij+(kimax−2
bl(kimax )−1+1)·kibl(kimax )−1 ,

(1)
where bl(x) is the bit-length of integer x and

kimax = ⌊
fimax
2
⌋.

Each equation f ′i is linearized using a linearization with
a penalty. We used the Rosenberg linearization [5], where
each quadratic monomial is replaced by a new auxiliary binary
variable as:

xixj → xk + 2(xixj − 2xk(xi + xj) + 3xk) , (2)

where 2(xixj − 2xk(xi + xj) + 3xk) is a penalty and is
added to the cost function. If xixj equals xk, then the penalty
is zero. Otherwise, the penalty is a positive integer and this
solution is rejected.
The last step is to find the sum of squares of all polynomials
f ′i , obtaining

∑
i

(f ′ilin−2 ·ki)
2, where f ′ilin is the fi equation

after linearization.
Finally, the problem in the QUBO form is obtained as:∑

i

(f ′ilin − 2 · ki)
2 +M · Penlin − C , (3)

where C is a constant appearing in the polynomial:∑
i

(f ′ilin − 2 · ki)
2 +M · Penlin ,

Penlin is a penalty after all substitutions andM is a positive
constant.
A more detailed description of the transformation method
may be found in [4].
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x1 y3 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 1

x2 y3 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 1

Fig. 2. A fragment of the matrix of monomial values for all possible
inputs of the example Sbox.

2.2. Impact of the AES Cipher Transformation on the
Problem Size

In the presented transformation method, two steps affect the
size of the final QUBO problem:
– linearization, where each quadratic monomial is a new,

auxiliary binary variable,
– determination of the value of multiples of ki, where the

number of auxiliary binary variables for a given equation fi
increases logarithmically with the number of all monomials
in that equation.

To obtain equations of a degree of at most two, describing the
AES cipher, intermediate states between the linear and non-
linear layers of the cipher were introduced using additional
binary variables, as shown in Fig. 1. As a result, the linear
layer is represented by 128 linear equations that uniquely
determine the operations of the linear layer. Furthermore, the
non-linear layer is represented by 16 instances of a quadratic
equations system which defines the Sbox of the AES cipher.
So, if we want to reduce the size of the QUBO problem,
we need to find an efficient system of equations defining the
Sbox.
The Sbox of an AES cipher can be defined as a bijection:
Sbox : F28 → F28 and can be represented by implicit
equations in the following form:

fi (x0, . . . , x7, y0, . . . , y7) = 0 , (4)

where x0 to x7 are inputs to the Sbox and y0 to y7 are outputs,
and the following implication holds:

Sbox (x0, . . . , x7) = y0, . . . , y7

⇒ fi (x0, . . . , x7, y0, . . . , y7) = 0 . (5)

Courtois and Pieprzyk showed, in [6], how to generate an
overdefined system of implicit multivariate equations of a de-
gree of at most two for the Rijndael Sbox. Let us consider the
following example. Let the Sbox be defined by the following
permutation:

(9, 4, 10, 11, 13, 1, 8, 5, 6, 2, 0, 3, 12, 14, 15, 7) . (6)

This Sbox size is 4× 4, so there are 16 possible inputs and 37
possible monomials of degree two or less. To determine poly-
nomial equations for this Sbox, a matrix with the dimensions
of 37 × 16 is created, with each row containing the values
of a given monomial for all possible inputs. A fragment of
this matrix is shown in Fig. 2. By performing Gaussian elim-
ination and storing the operations performed on the rows, we
obtain equations that satisfy the Sbox.
For example, XOR-ing the gray rows in Fig. 2 yields zero, so
the equation:

x0 + x0x1 + x0x2 + x0y2 + x0y3 + x1y2 = 0 ,

consisting of the monomials of those rows satisfies Sbox.
Performing the method described above for the Sbox of the
AES cipher, for which there are 256 possible inputs and
137 possible monomials of degree two or less, 39 quadratic
equations are obtained by Gaussian elimination. We asked
whether all the 39 equations are necessary to determine the
Sbox of the AES cipher unambiguously.

3. Searching for an Efficient System of
Equations Defining the AES Sbox

3.1. Definition of the Problem of Finding an Efficient
System of Equations

The problem of finding an efficient system describing the
Sbox can be defined as an optimization problem, where the
solution space is the set of all systems of quadratic equations
uniquely defining the Sbox, and the objective function assigns,
to each system, the number of additional binary variables
needed to perform the transformation to the QUBO problem.
Therefore, the minimum solution to the problem defined in
this way is a system with the following properties:

f1
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f1
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f2 f2

f3

f3

f3 f3

f2

f2 f2 f ]3 

f2

f1 f1

f3f1
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Fig. 3. Fragment of a graph representing a set of derived systems
for the initial system of three equations.
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Initial system

LFSR 3

LFSR 2

LFSR 1

Fig. 4. General outline of the process of searching for an efficient
system using method 1.

Tab. 1. The number of systems uniquely defining the AES Sbox for
at most 14 equations.

Number of equations Number of systems

<12 0
12 1,052
13 2,690,682
14 227,550,310

– due to linearization, the number of different quadratic
monomials in the system is as small as possible,

– due to the determination of the value of multiples of ki,
the equations system should mostly consist of very short
equations and a few longer ones. In the ideal scenario,
the system should consist of one equation with a large
number of monomials and the remaining equations with
two monomials each.

To determine the space of solutions, the following question
must be answered: when does the equations system uniquely
define the Sbox of the AES cipher? The answer is: a given
system consisting of a number of equations, selected from all
39 quadratic equations, uniquely defines the Sbox of the AES
cipher if, for each of the 256 possible inputs, all equations of
this system are satisfied for exactly one output. We checked
all subsets consisting of 14 quadratic equations at the most.
The maximum size of the subset was assumed to be 14 due
to computational resources and available time. The number
of the existing equations systems uniquely defining the AES
Sbox is presented in Tab. 1.
According to the definition of the problem of finding an
efficient equations system, the minimum solution depends on
the number of different quadratic monomials in the system and
the number of all monomials in each equation. Each equation
system in Tab. 1 consists of a number of different quadratic
monomials which cannot change. However, we can reduce the

number of all monomials in the equations of a given system
by applying the XOR operation.
Let F denote the set of polynomial equations of the analyzed
system and let G denote a subset of F such that:

|G| = r , r ∈ {2, . . . , |F | − 1}

and

G = {gj(x0, . . . , x7, y0, . . . , y7) : gj ∈ F
∧(i ̸= j =⇒ gi ̸= gj)}, for i = 0, r − 1 .

If the number of monomials of the h = g0⊕ g1⊕ · · · ⊕ gr−1
polynomial is less than the number of monomials of any of
the g0, . . . , gr−1 polynomials, then the gi polynomial with
the greatest difference in the number of monomials is re-
placed by the h polynomial.
This substitution preserves the uniqueness of defining the
Sbox. Suppose that for a given input/output pair, all gi poly-
nomials for i = 0, r − 1 are 0. Then h = 0 and substituting
it for any of the gi polynomials does not affect the satisfiabili-
ty of the system, because it depends on the other polynomials
of the set F . However, suppose at least one gi polynomial has
the value of 1. In that case, regardless of the values of the
other polynomials of the set F , the system should not be sat-
isfied for this input/output pair. Therefore, let us consider two
cases:
1) The h polynomial has the value of 1, i.e., an odd number

of gi polynomials from the set G has the value 1, then
replacing any of the polynomials gi = 1 or gi = 0 with
the h = 1 polynomial does not change the decision about
the unsatisfiability of the system for this input/output pair.
At most, the number of polynomials not satisfying the
Sbox for this input/output pair will increase by one.

2) The h polynomial has the value of 0, i.e., an even number
of gi polynomials from the set G has the value 1, then
replacing any of the polynomials gi = 1 or gi = 0 with
the h = 0 polynomial does not change the decision about
the unsatisfiability of the system for this input/output pair,
because among the remaining gi polynomials, there is at
least one more polynomial not satisfying the Sbox for that
input/output pair.

In addition, this substitution does not change the number of
equations in the system and does not change the number of
different quadratic monomials in the system. Therefore, for
each equations system in Tab. 1 (let us call it the initial sys-
tem), there are a number of derivative systems, also uniquely
defining the Sbox of the AES cipher and resulting from the
XOR operation on the initial system’s equations. The set of
such derivative systems can be represented as a complete
graph whose vertices are the systems obtained after perform-
ing the XOR operation on a certain number of equations.
Presenting the system as a vector, where the elements of this
vector are the equations of the system, a single operation of
XOR-ing the equations can be defined as multiplying the vec-
tor by an invertible binary matrix. Hence, the number of all
possible derivative systems for a given initial system is equal
to the number of all invertible binary matrices divided by the
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Fig. 6. General outline of the process of searching for an efficient
system using method 2.

Initial system

Fig. 7. General outline of the process of searching for an efficient
system using method 3.

number of permutations of the equations:∏n−1
i=0 2

n − 2i

n!
, (7)

where n is the number of equations in the initial system.
Figure 3 shows a fragment of the graph representing a set of
derivative systems for a certain initial system consisting of 3
equations. A complete graph consists of 28 vertices. For the
Sbox of the AES cipher for each of the 1,052 systems of twelve
equations, there are 1.3 · 1034 ≈ 2114 possible derivative

systems (vertices in the graph). For each of the 2,690,682
systems of thirteen equations, there are 3.5 · 1040 ≈ 2135
systems and for each of the 227,550,310 systems of fourteen
equations, there are 3.3 ·1047 ≈ 2158 systems. Of course, it is
not possible to search such large spaces, so certain restrictions
have been adopted:
– to effectively perform the multiplication operation, we used

linear feedback shift registers, where the vector represent-
ing the equations system is the state of LFSR,

– each LFSR was defined with an arbitrarily chosen primary
polynomial to obtain the full period,

– for a given initial system, we assumed a time horizon of 20
minutes.

3.2. Searching for an Efficient System  Method 1

The first method is analogous to the full search. The number
of binary variables needed to represent the value of multiples
of ki was adopted to measure the system’s efficiency. The
idea behind the developed method is shown in Fig. 4, where
black circles represent systems of equations. The search pro-
cess starts in a given initial system, and next, the equations
are XOR-ed according to the polynomial of LFSR3. In each
LFSR3 state, we check whether the resulting new equations
system is more efficient than the one found. When LFSR3
completes a full cycle, we execute one step of LFSR2 and
perform the search again with LFSR3. If LFSR2 completes
a full cycle, one step of LFSR1 is executed, and we perform
the search again with LFSR3 and LFSR2.
All initial systems of twelve equations and approximately
10% of initial systems of thirteen and fourteen equations from
Tab. 1 were taken for the search with method 1. In 20 min, we
checked approximately 8.6 · 1010 derived systems for a given
initial system of equations.
In Fig. 5, the influence of the linearization process and the
process of representing the multiples of ki using variables on
the size of the final problem in the form of QUBO is present-
ed. A single column in this graph represents the total number
of additional binary variables needed to transform a system
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Tab. 2. Number of additional binary variables to transform the
nonlinear layer of the AES cipher to the QUBO problem.

System of Sbox For one Sbox For nonlinear
layer

39 equations 299 4, 784

Paper [4] 106 1, 696

This paper 105 1, 680

of thirteen equations into a QUBO problem. The blue part of
this column shows the number of additional variables used
to represent multiples of ki, while the green part shows the
number of additional variables for the linearization process.
As one may notice, the cost of linearization has a greater im-
pact on the size of the target QUBO problem.
The most efficient system of equations of all tested systems
consists of thirteen equations and 54 different quadratic mono-
mials, and its transformation to the QUBO problem requires
106 additional binary variables.

3.3. Searching for an Efficient System – Method 2

In the second method, the value determining the direction of
the move performed within the graph was assumed. According
to the definition of the objective function of the problem of
finding an efficient system presented earlier, the difference
between the number of all monomials in the equations must be
as large as possible. Therefore, we assumed that the variance
of the number of all monomials in the equations of the system
determines the direction of moving to the next vertex of the
graph. Furthermore, as in the previous method, the number of
variables needed to represent the multiples of ki of all system
equations is the measure of the system’s efficiency.
The equations system’s search space is shown in Fig. 6. The
search process starts with the initial system. In each state
of LFSR1 and LFSR2, the variance of the number of all
monomials in the system’s equations and the number of binary
variables for the value of multiples of ki are checked. In Fig.
6, systems with the maximum variance in a given cycle are
marked with red dots. If a full cycle of LFSR1 is performed
and a new equations system with the maximum variance is
found, then it is the initial state of LFSR2. The transition
to subsequent equations systems, alternately by means of
LFSR1 and LFSR2, is carried out until one of these registers
returns to its initial state without finding a new system with
the maximum variance in its cycle. Then, LFSR3 is used to
exit this state by moving to another vertex of the graph, and the
search is started again using LFSR1 and LFSR2 alternately.
If LFSR3 completes a full cycle, a move to another vertex of
the graph is performed by LFSR4, and the procedure with
three registers is repeated. The search ends when the fourth
register completes a full cycle.
We did not find a more efficient system than the one identified
with the use of the first method.

Tab. 3. Results of transformation of the system of multivariate
quadratic equations describing the AES to the QUBO problem.

Variant of AES System of Sbox Size of QUBO

AES-128
39 equations 68,600

Paper [4] 30,026
This paper 29,528

AES-192
39 equations 138,632

Paper [4] 58,920
This paper 57,384

AES-256
39 equations 165,731

Paper [4] 70,059
This paper 68,187

3.4. Searching for an Efficient System – Method 3

In the third method, we tried to increase the range of the
search space. Therefore, a given initial system is first mul-
tiplied many times (from 1 to 1335) by a random binary
matrix, creating new initial systems for the search. The search
process itself is carried out using method 2. The scheme of
the search process relying on method 3 is shown in Fig. 7.
As a result of applying this method, a slightly more effi-
cient system was found than in method 1. The obtained
efficient system consists of 13 equations and 54 different
quadratic monomials, and the cost of its transformation to
the QUBO problem is 105 additional binary variables. The
polynomials of the obtained equations system are as follows:
f1 = x0y6 + x0y7 + x1y1 + x1y7 + x2y1 + x2y2 + x2y3
+x2y4 + x2y6 + x3y0 + x3y1 + x3y4 + x3y7 + x4y2
+x4y3 + x4y4 + x4y5 + x4y6 + x5y0 + x5y1 + x6y1
+x6y2 + x6y3 + x6y5 + x6y6 + x7y2 + x7y3 + x7y5
+x1 + x3 + y5,

f2 = x0y0 + x0y5 + x0y7 + x1y5 + x2y1 + x2y2 + x2y5
+x3y1 + x3y4 + x3y5 + x4y1 + x4y3 + x4y5 + x4y7
+x5y1 + x5y3 + x5y6 + x5y7 + x6y1 + x6y2 + x6y4
+x6y5 + x7y2 + x7y3 + x7y5 + x1 + x2 + x3 + x7
+y3 + y4,

f3 = x0y5 + x0y6 + x1y1 + x1y5 + x2y0 + x2y1 + x2y3
+x2y4 + x3y0 + x4y0 + x4y1 + x4y3 + x4y4 + x4y7
+x5y0 + x5y1 + x5y3 + x5y4 + x5y5 + x5y7 + x6y1
+x6y2 + x7y2 + x7y3 + x7y5 + x0 + x1 + x2 + y0
+y6 + 1,

f4 = x0y3 + x0y6 + x0y7 + x1y1 + x1y5 + x2y0 + x2y1
+x2y4 + x2y6 + x2y7 + x3y0 + x3y2 + x3y4 + x3y6
+x4y3 + x4y7 + x5y0 + x5y4 + x6y1 + x6y4 + x7y2
+x7y3 + x7y5 + x7y7 + x0 + x1 + x2 + x6 + y3
+y4 + y5,
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f5 = x0y0 + x0y2 + x0y3 + x0y4 + x0y5 + x0y7 + x1y1
+x1y5 + x2y3 + x2y4 + x2y5 + x2y6 + x2y7 + x3y1
+x3y7 + x4y1 + x4y5 + x5y1 + x5y6 + x5y7 + x6y2
+x6y3 + x6y6 + x7y5 + x3 + x4 + x7 + y0 + y5
+y7 + 1,

f6 = x1y1 + x2y0 + x2y3 + x2y7 + x3y2 + x3y5 + x3y7
+x4y0 + x4y2 + x4y4 + x4y7 + x5y1 + x5y2 + x5y4
+x5y5 + x5y6 + x6y0 + x6y1 + x6y4 + x6y5 + x7y1
+x7y2 + x7y3 + x7y5 + x1 + x6 + y2 + y5 + y7

f7 = x0y3 + x0y4 + x0y5 + x1y1 + x1y5 + x2y4 + x2y6
+x3y0 + x3y1 + x3y6 + x3y7 + x4y0 + x4y1 + x4y3
+x4y6 + x4y7 + x5y2 + x5y3 + x5y6 + x6y2 + x6y5
+x7y1 + x7y7 + x0 + x4 + x5 + y0 + y4 + y6 + y7,

f8 = x0y0 + x0y4 + x0y6 + x1y1 + x1y5 + x2y0 + x2y1
+x2y2 + x2y3 + x2y4 + x2y5 + x2y6 + x2y7 + x3y0
+x3y5 + x4y7 + x5y0 + x5y6 + x6y5 + x7y2 + x7y7
+x0 + x5 + x6 + x7 + y3 + y4 + y5 + y6 + 1,

f9 = x0y7 + x1y1 + x1y5 + x2y2 + x2y4 + x2y5 + x2y7
+x3y3 + x3y4 + x4y2 + x4y4 + x4y5 + x5y0 + x5y1
+x5y4 + x6y0 + x6y2 + x6y3 + x7y2 + x7y5 + x0
+x1 + x2 + x3 + x6 + x7 + y0 + y2 + y3 + 1,

f10 = x0y0 + x0y2 + x0y3 + x0y5 + x0y6 + x2y0 + x2y1
+x2y4 + x2y6 + x3y1 + x3y3 + x3y6 + x3y7 + x4y0
+x4y1 + x4y6 + x5y1 + x5y2 + x5y4 + x5y6 + x5y7
+x6y2 + x6y5 + x7y3 + x7y7 + x5 + x7,

f11 = x0y0 + x0y2 + x0y3 + x0y5 + x1y1 + x1y7 + x2y2
+x2y7 + x3y2 + x3y4 + x3y5 + x3y7 + x4y4 + x4y5
+x5y1 + x5y4 + x5y6 + x6y1 + x6y3 + x7y7 + x2
+x3 + x6 + y0 + y1 + y5 + y7,

f12 = x0y2 + x0y3 + x0y6 + x1y1 + x1y5 + x1y7 + x3y2
+x3y5 + x3y7 + x4y0 + x4y1 + x4y2 + x4y3 + x4y5
+x5y0 + x5y1 + x5y2 + x5y3 + x5y6 + x5y7 + x7y5
+x2 + x3 + x4 + y0 + y6 + 1,

f13 = x0y4 + x0y6 + x1y5 + x2y1 + x4y0 + x5y0
+x5y1 + x5y3 + x5y6 + x6y6 + x7y1 + x7y2
+x7y3 + x2 + y5.

where xi is the Sbox input bits, and yi is the Sbox output bits.

Table 2 presents the number of additional binary variables
required to transform the equations system of one Sbox and
the nonlinear layer of the AES cipher to the QUBO problem
for three different systems defining the Sbox. Finally, the ob-
tained equations system allows for reducing the number of

additional binary variables for the non-linear layer by 60% in
relation to the overdefined system defining the Sbox, and by
1% with regard to the system from our previous paper.
The equation systems describing the entire AES cipher for
three polynomial equation systems defining the Sbox were
transformed into the QUBO problem. The obtained sizes
of the QUBO problem are presented in Tab. 3. The use of
the efficient system found allows to reduce the target QUBO
problem by approximately 58% compared to the use of the
overdefined system, and by 1.7% for AES-128 and 2.5% for
AES-192 and AES-256 compared to the use of the system of
equations from our previous paper.

4. Conclusions

In this paper, we presented a method of searching for an equa-
tions system that unambiguously defines the substitution box
of the AES cipher and results in the smallest number of vari-
ables in the target QUBO problem currently known. As part
of the presented research, we defined an optimization prob-
lem in which the objective function determining the efficient
system was described in the context of its transformation to
the QUBO problem, and we proposed specific methods to
solve this problem. Contrary to the classical tools used for
algebraic attacks, we do not need to construct overdefined
equation systems for the proposed method. Therefore, to the
best of our knowledge, this is the first analysis of the substi-
tution box of the AES cipher aimed at finding its minimum
system of equations.
It is also worth adding that the efficient system identified al-
lows to reduce the size of the target QUBO problem by almost
500 variables for AES-128, compared to our previous re-
sult [4]. Assuming the time complexity of solving the QUBO
problem equals O

(
e
√
N
)

, where N is the number of logical
variables, it results in a four-time decrease in the amount of
time required to perform that algebraic attack on AES-128
when using quantum annealing.
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